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Download	Article	Learn	all	the	calculations	you	need	with	our	complete	guide	Download	Article	Scientific	studies	often	rely	on	surveys	distributed	among	a	sample	of	some	total	population.	Your	sample	will	need	to	include	a	certain	number	of	people,	however,	if	you	want	it	to	accurately	reflect	the	conditions	of	the	overall	population	it's	meant	to
represent.	To	calculate	your	necessary	sample	size,	you'll	need	to	determine	several	set	values	and	plug	them	into	an	appropriate	formula.	1	Know	your	population	size.	Population	size	refers	to	the	total	number	of	people	within	your	demographic.	For	larger	studies,	you	can	use	an	approximated	value	instead	of	the	precise	number.[1]	Precision	has	a
greater	statistical	impact	when	you	work	with	a	smaller	group.	For	instance,	if	you	wish	to	perform	a	survey	among	members	of	a	local	organization	or	employees	of	a	small	business,	the	population	size	should	be	accurate	within	a	dozen	or	so	people.[2]	Larger	surveys	allow	for	a	greater	deviance	in	the	actual	population.	For	example,	if	your
demographic	includes	everyone	living	in	the	United	States,	you	could	estimate	the	size	to	roughly	320	million	people,	even	though	the	actual	value	may	vary	by	hundreds	of	thousands.	2	Determine	your	margin	of	error.	Margin	of	error,	also	referred	to	as	"confidence	interval,"	refers	to	the	amount	of	error	you	wish	to	allow	in	your	results.[3]	The
margin	of	error	is	a	percentage	the	indicates	how	close	your	sample	results	will	be	to	the	true	value	of	the	overall	population	discussed	in	your	study.	Smaller	margin	of	errors	will	result	in	more	accurate	answers,	but	choosing	a	smaller	margin	of	error	will	also	require	a	larger	sample.	When	the	results	of	a	survey	are	presented,	the	margin	of	error
usually	appears	as	a	plus	or	minus	percentage.	For	example:	"35%	of	people	agree	with	option	A,	with	a	margin	of	error	of	+/-	5%"	In	this	example,	the	margin	of	error	essentially	indicates	that,	if	the	entire	population	were	asked	the	same	poll	question,	you	are	“confident”	that	somewhere	between	30%	(35	-	5)	and	40%	(35	+	5)	would	agree	with
option	A.	Advertisement	3	Set	your	confidence	level.	Confidence	level	is	closely	related	to	confidence	interval	(margin	of	error).	This	value	measures	your	degree	of	certainty	regarding	how	well	a	sample	represents	the	overall	population	within	your	chosen	margin	of	error.[4]	In	other	words,	choosing	a	confidence	level	of	95%	allows	you	to	claim	that
you	95%	certain	that	your	results	accurately	fall	within	your	chosen	margin	of	error.	A	larger	confidence	level	indicates	a	greater	degree	of	accuracy,	but	it	will	also	require	a	larger	sample.	The	most	common	confidence	levels	are	90%	confident,	95%	confident,	and	99%	confident.	Setting	a	confidence	level	of	95%	for	the	example	stated	in	the	margin
of	error	step	would	mean	that	you	are	95%	certain	that	30%	to	40%	of	the	total	concerned	population	would	agree	with	option	A	of	your	survey.	4	Specify	your	standard	of	deviation.	The	standard	of	deviation	indicates	how	much	variation	you	expect	among	your	responses.[5]	Extreme	answers	are	more	likely	to	be	accurate	than	moderate	results.
Plainly	stated,	if	99%	of	your	survey	responses	answer	"Yes"	and	only	1%	answer	"No,"	the	sample	probably	represents	the	overall	population	very	accurately.	On	the	other	hand,	if	45%	answer	"Yes"	and	55%	answer	"No,"	there	is	a	greater	chance	of	error.	Since	this	value	is	difficult	to	determine	you	give	the	actual	survey,	most	researchers	set	this
value	at	0.5	(50%).	This	is	the	worst	case	scenario	percentage,	so	sticking	with	this	value	will	guarantee	that	your	calculated	sample	size	is	large	enough	to	accurately	represent	the	overall	population	within	your	confidence	interval	and	confidence	level.	5	Find	your	Z-score.	The	Z-score	is	a	constant	value	automatically	set	based	on	your	confidence
level.	It	indicates	the	"standard	normal	score,"	or	the	number	of	standard	deviations	between	any	selected	value	and	the	average/mean	of	the	population.[6]	You	can	calculate	z-scores	by	hand,	look	for	an	online	calculator,	or	find	your	z-score	on	a	z-score	table.	Each	of	these	methods	can	be	fairly	complex,	however.	Since	confidence	levels	are	fairly
standardized,	most	researchers	simply	memorize	the	necessary	z-score	for	the	most	common	confidence	levels:	80%	confidence	=>	1.28	z-score	85%	confidence	=>	1.44	z-score	90%	confidence	=>	1.65	z-score	95%	confidence	=>	1.96	z-score	99%	confidence	=>	2.58	z-score	Advertisement	1	Look	at	the	equation.[7]	If	you	have	a	small	to	moderate
population	and	know	all	of	the	key	values,	you	should	use	the	standard	formula.	The	standard	formula	for	sample	size	is:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	N	=	population	size	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	2	Plug	in	your	values.	Replace	the	variable	placeholders	with	the	numerical	values	that
actually	apply	to	your	specific	survey.	Example:	Determine	the	ideal	survey	size	for	a	population	size	of	425	people.	Use	a	99%	confidence	level,	a	50%	standard	of	deviation,	and	a	5%	margin	of	error.	For	99%	confidence,	you	would	have	a	z-score	of	2.58.	This	means	that:	N	=	425	z	=	2.58	e	=	0.05	p	=	0.5	3	Do	the	math.	Solve	the	equation	using	the
newly	inserted	numerical	values.	The	solution	represents	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	=	[2.582	*	0.5(1-0.5)]	/	0.052	/	1	+	[2.582	*	0.5(1-0.5)]	/	0.052	*	425]	=	[6.6564	*	0.25]	/	0.0025	/	1	+	[6.6564	*	0.25]	/	1.0625]	=	665	/	2.5663	=	259.39(final	answer)	Advertisement	1	Examine	the
formula.[8]	If	you	have	a	very	large	population	or	an	unknown	one,	you'll	need	to	use	a	secondary	formula.	If	you	still	have	values	for	the	remainder	of	the	variables,	use	the	equation:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	Note	that	this	equation	is	merely	the	top	half	of	the	full	formula.	2	Plug	your
values	into	the	equation.	Replace	each	variable	placeholder	with	the	numerical	values	chosen	for	your	survey.	Example:	Determine	the	necessary	survey	size	for	an	unknown	population	with	a	90%	confidence	level,	50%	standard	of	deviation,	a	3%	margin	of	error.	For	90%	confidence,	use	the	z-score	would	be	1.65.	This	means	that:	z	=	1.65	e	=	0.03
p	=	0.5	3	Do	the	math.	After	plugging	you	numbers	into	the	formula,	solve	the	equation.	Your	answer	will	indicate	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	=	[1.652	*	0.5(1-0.5)]	/	0.032	=	[2.7225	*	0.25]	/	0.0009	=	0.6806	/	0.0009	=	756.22	(final	answer)	Advertisement	1	Look	at	the	formula.	Slovin's	formula	is	a	very
general	equation	used	when	you	can	estimate	the	population	but	have	no	idea	about	how	a	certain	population	behaves.	The	formula	is	described	as:[9]	Sample	Size	=	N	/	(1	+	N*e2)	N	=	population	size	e	=	margin	of	error	Note	that	this	is	the	least	accurate	formula	and,	as	such,	the	least	ideal.	You	should	only	use	this	if	circumstances	prevent	you
from	determining	an	appropriate	standard	of	deviation	and/or	confidence	level	(thereby	preventing	you	from	determining	your	z-score,	as	well).	2	Plug	in	the	numbers.	Replace	each	variable	placeholder	with	the	numerical	values	that	apply	specifically	to	your	survey.	Example:	Calculate	the	necessary	survey	size	for	a	population	of	240,	allowing	for	a
4%	margin	of	error.	This	means	that:	3	Do	the	math.	Solve	the	equation	using	your	survey-specific	numbers.	The	answer	you	arrive	at	should	be	your	necessary	survey	size.[10]	Example:	Sample	Size	=	N	/	(1	+	N*e2)	=	240	/	(1	+	240	*	0.042)	=	240	/	(1	+	240	*	0.0016)	=	240	/	(1	+	0.384}	=	240	/	(1.384)	=	173.41	(final	answer)	Advertisement	Add
New	Question	Question	If	the	total	population	size	is	not	given	in	the	problem,	what	formula	will	apply?	If	the	population	size	is	not	given,	then	a	t-distribution	formula	is	applicable.	Question	What	is	t-	distribution	formula	?	The	t-distribution	formula	can	be	used	to	get	the	mean	of	a	normally	distributed	population.	Question	What	is	the	name	of	the
sample	size	formula?	The	sample	size	formula	is	also	known	as	Cochran's	formula,	named	after	the	person	who	developed	it.	Ask	a	Question	Advertisement	↑	This	article	was	reviewed	by	Joseph	Meyer.	Joseph	Meyer	is	a	High	School	Math	Teacher	based	in	Pittsburgh,	Pennsylvania.	He	is	an	educator	at	City	Charter	High	School,	where	he	has	been
teaching	for	over	7	years.	Joseph	is	also	the	founder	of	Sandbox	Math,	an	online	learning	community	dedicated	to	helping	students	succeed	in	Algebra.	His	site	is	set	apart	by	its	focus	on	fostering	genuine	comprehension	through	step-by-step	understanding	(instead	of	just	getting	the	correct	final	answer),	enabling	learners	to	identify	and	overcome
misunderstandings	and	confidently	take	on	any	test	they	face.	He	received	his	MA	in	Physics	from	Case	Western	Reserve	University	and	his	BA	in	Physics	from	Baldwin	Wallace	University.	This	article	has	been	viewed	511,268	times.	Co-authors:	12	Updated:	April	5,	2025	Views:	511,268	Categories:	Probability	and	Statistics	Print	Send	fan	mail	to
authors	Thanks	to	all	authors	for	creating	a	page	that	has	been	read	511,268	times.	"The	formulas	and	the	references	to	them	helps	researchers	to	use	them	and	to	cite	the	references.	The	solved	examples	help	in	calculating	the	sample	size	easily."..."	more	Share	your	story	The	sample	size	formula	helps	us	find	the	accurate	sample	size	through	the
difference	between	the	population	and	the	sample.	To	recall,	the	number	of	observations	in	a	given	sample	population	is	known	as	sample	size.	Since	it	not	possible	to	survey	the	whole	population,	we	take	a	sample	from	the	population	and	then	conduct	a	survey	or	research.	The	sample	size	is	denoted	by	“n”	or	“N”.	Here,	it	is	written	as	“SS”.	Let	us
learn	the	sample	size	formula	along	with	a	few	solved	examples.	What	Is	Sample	Size	Formula?		The	sample	size	formula	is	determined	in	two	steps.	First,	we	calculate	the	sample	size	for	the	infinite	population	and	second	we	adjust	the	sample	size	to	the	required	population.	The	sample	size	formula	can	be	given	as:	Formula	1:	Sample	size	for	infinite
population	S=	Z2	×	P	×		\(\dfrac{(1-P)}{M^2}\)	Formula	2:	Adjusted	sample	size	Adjusted	Sample	Size	=	\(\dfrac{(S)}{1	+	\dfrac{(S-1)}{\text{Population}}}\)	where,	S	=	sample	size	for	infinite	population	Z	=	Z	score	P	=	population	proportion	(	Assumed	as	50%	or	0.5)	M	=	Margin	of	error	Note:	Z	score	is	determined	based	on	the	confidence
level.		Confidence	Level:	Probability	that	the	value	of	a	parameter	falls	within	a	specified	range	of	values.	For	example,	for	95%	confidence	level	Z	score	is	1.960.	The	margin	of	error:	It	is	defined	as	a	small	amount	that	is	allowed	for	in	case	of	miscalculation	or	change	of	circumstances.	Generally,	the	margin	of	error	is	taken	as	5%	or	0.05.			How	to
Apply	Sample	Size	Formula?	In	order	to	calculate	the	required	sample	size,	we	need	to	find	several	other	sets	of	values	and	then	substitute	them	into	an	appropriate	formula.	Let's	look	at	the	steps	to	be	followed	to	calculate	the	sample	size.	Step	1:	Determining	Key	Values	One	of	the	key	values	to	be	determined	is	the	population	size	which	refers	to
the	total	number	of	people	within	the	required	demographic.	For	much	larger	studies,	we	can	consider	using	an	approximated	value	instead	of	using	a	precise	number.	When	you	are	working	with	a	smaller	group,	precision	plays	a	major	role	in	having	a	greater	statistical	impact.	For	example,	if	you	are	performing	a	survey	among	the	employees	of	a
very	small	business,	then	you	need	to	make	sure	that	the	population	size	is	accurate	within	a	number	of	a	dozen	or	so	people.	When	you	are	working	on	larger	surveys,	there	could	be	deviance	with	respect	to	the	actual	population.	For	instance,	if	the	demographic	chosen	includes	everyone	who	is	living	in	Canada,	then	the	size	can	be	estimated
roughly	to	30	million	people,	although	the	actual	size	could	vary	by	some	hundreds	of	thousands.	Step	2:	Determining	the	margin	of	error	or	confidence	interval	The	margin	of	error	is	considered	to	be	the	amount	of	error	that	can	be	allowed	in	the	study.	The	margin	of	error	is	actually	a	percentage	that	shows	how	close	the	sample	results	will	be	with
respect	to	the	true	value	of	the	overall	population	that	is	considered	in	the	study.	Usually,	you	can	obtain	more	accurate	answers	with	a	smaller	margin	of	error,	but	if	a	small	margin	of	error	is	chosen,	then	you	may	require	a	larger	sample.	The	margin	of	error	usually	is	represented	with	a	minus	or	a	plus	percentage	when	the	results	of	a	survey	are
presented.	For	instance,	35%	of	people	choose	option	B,	with	a	margin	of	error	of	+/-	5%".	In	this	particular	example,	the	margin	of	error	actually	indicates	that,	if	the	question	was	asked	to	the	entire	population,	then	you	are	confident	that	between	30%	(35	-	5)	and	40%	(35	+	5)	of	the	people	will	agree	with	option	B.	Step	3:	Setting	the	confidence
level.	The	confidence	level	is	pretty	closely	related	to	the	margin	of	error	or	confidence	interval.	This	value	is	used	to	measure	the	degree	of	certainty	about	how	well	a	sample	actually	represents	the	entire	population	within	the	margin	of	error	chosen	for	the	study.	When	the	confidence	level	is	chosen	as	95%,	then	this	means	that	you	can	be	95%
certain	that	the	results	will	accurately	fall	within	the	margin	of	error	chosen	by	you.	When	a	larger	confidence	level	is	chosen,	it	shows	a	greater	degree	of	accuracy	provided	that	the	sample	size	is	larger.	Some	of	the	most	common	confidence	levels	used	in	studies	are	99%	confident,	90%	confident,	and	95%	confident.	When	the	confidence	level	is	set
to	95%,	then	it	shows	that	you	are	95%	confident	that	30%	to	40%	of	the	total	chosen	population	would	definitely	agree	with	option	B	of	the	survey.	Step	4:	Specifying	the	standard	of	deviation.	The	standard	of	deviation	shows	how	much	variation	can	be	expected	from	the	responses	of	the	study.	Compared	to	the	moderate	results,	you	can	expect
extreme	answers	to	be	more	accurate.	Consider	an	example	where	1%	of	the	survey	responses	says	"No",	and	then	99%	answer	"Yes",	then	it	means	that	the	sample	actually	represents	the	overall	population	in	an	accurate	manner.	In	another	case,	if	55%	answer	"No"	and	45%	answer	"Yes,"	then	this	means	that	there	could	be	a	greater	chance	of
error.	Since	this	value	is	difficult	to	be	calculated	in	an	actual	survey,	most	people	choose	to	use	0.5	(50%)	as	the	value	which	is	actually	the	worst-case	scenario	percentage.	Thus,	using	this	value	will	actually	guarantee	that	the	calculated	sample	size	is	huge	enough	to	show	the	overall	population	within	the	confidence	level	and	the	confidence
interval	in	an	accurate	manner.	Step	5:	Finding	the	Z-score.	The	Z-score	can	be	considered	as	a	constant	value	that	is	set	automatically	depending	on	the	confidence	level.	Z-score	shows	the	number	of	standard	deviations	or	the	standard	normal	score	between	the	average/mean	of	the	population	and	any	selected	value.	Z-score	is	very	easy	to	calculate
that	one	can	do	it	with	their	hand,	or	find	an	online	calculator.	Due	to	the	fact	that	the	confidence	levels	are	all	standardized,	most	researchers	actually	memorize	the	required	z-score	for	most	of	the	commonly	used	confidence	levels:	Confidence	Level	Z-score	80%	1.28	85%	1.44	90%	1.65	95%	1.96	99%	2.58	Using	the	Standard	Formula	Lets'	look	at
the	below-given	equation.	If	the	size	of	the	population	is	small	to	moderate,	then	it	is	easier	to	know	all	the	key	values	and	thus	the	standard	formula	can	be	used.	The	standard	formula	for	calculating	the	sample	size	is:	Sample	Size	Formula	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	Where,	N	is	the	population	size	z	is	the	z-score	e	is	the	margin	of
error	p	is	the	standard	of	deviation	Let's	provide	the	required	values	specific	to	the	survey	in	this	standard	formula.	Consider	the	example	of	determining	the	ideal	survey	size	for	a	population	size	of	425	people.	Let's	use	these:	Confidence	level	=	99%	Standard	Deviation	=	50%	Margin	of	error	=	5%	The	z-score	wil	be	2.58	if	the	confidence	level	is
99%	This	means	that:	N	=	425,	z	=	2.58,	e	=	0.05	and	p	=	0.5	Let	us	see	how	to	use	the	sample	size	formula	in	the	following	solved	examples	section.	Have	questions	on	basic	mathematical	concepts?	Become	a	problem-solving	champ	using	logic,	not	rules.	Learn	the	why	behind	math	with	our	certified	experts	Book	a	Free	Trial	Class	Example	1:
Calculate	the	sample	size	for	a	population	of	100000.	Take	confidence	level	as	95%	and	margin	of	error	as	5%.	Solution:	To	find:	Sample	size	for	100000	population.	We	will	calculate	the	sample	size	first	by	calculating	it	for	infinite	size	and	then	adjusting	it	to	the	required	size.	Given:	Z	=	1.960,	P	=	0.5,	M	=	0.05		Using	sample	size	formula,	S=	Z2	×
P	×		\(\dfrac{(1-P)}{M^2}\)	S=	(1.960)2	×	0.5	×		\(\dfrac{(1-0.5)}{0.05^2}\)	=	3.8416	×	0.25	/	0.0025	S	=	384.16	Answer:	The	sample	size	for	the	infinite	population	is	384.16	Example	2	:	Using	the	sample	size	formula,	adjust	the	sample	size	for	the	required	population	in	solved	example	1.	Solution:	To	Find:	Adjusted	sample	size.	Given:	Z	=	1.960,
P	=0.5,	M	=	0.05	Using	sample	size	formula	for	adjusted	sample	size	,	Adjusted	Sample	Size	=	\(\dfrac{(S)}{1	+	\dfrac{(S-1)}{\text{Population}}}\)	=	\(\dfrac{(384.16)}{1	+	\dfrac{(384.16	-1)}{100000}}\)	=	382.69	or		=	383	approx.	Answer:	The	required	sample	size	for	a	population	of	100000	is	383.	Example	3:	Using	the	Sample	Size	Formula,
find	the	sample	size	for	a	survey	where	confidence	level	=	95%,	standard	deviation	=	.5,	and	margin	of	error	=	+/-	5%.	Solution:	The	Sample	Size	can	be	calculated	as	=	(Z-score)2	*	SD*(1-SD)	/	(margin	of	error)2	=	((1.96)2	x	.5(.5))	/	(.05)2	=	(3.8416	x	.25)	/	.0025	=	.9604	/	.0025	=	384.16	Thus,	you	will	be	needing	385	respondents	for	this	survey.	As
per	the	sample	size	formula,	the	sample	size	for	infinite	population:	S	=	Z2	×	P	×		\(\dfrac{(1-P)}{M^2}\)		where,	S	=	sample	size	for	infinite	population	Z	=	Z	score	P	=	population	proportion	(	Assumed	as	50%	or	0.5)	M	=	Margin	of	error	How	is	Z-score	Determined	in	Sample	Size	Formula?	In	the	sample	size	formula,	the		Z	score	is	determined
based	on	the	confidence	level.	Z-score	is	a	numerical	measurement	used	to	describe	a	value's	relationship	to	the	mean	of	a	group	of	values.	Z-score	is	measured	in	terms	of	standard	deviations	of	values	from	their	mean.	How	Is	Slovin’s	Formula	Different	From	Sample	Size	Formula?	Slovin's	formula	differs	from	the	sample	size	formula	in	this	way:	it
allows	us	to	sample	the	population	with	a	desired	degree	of	accuracy.	It	gives	an	idea	of	how	large	the	sample	size	needs	to	be	to	ensure	reasonable	accuracy	of	results.	What	Is	a	Statistically	Valid	Sample	Size	that	Can	be	Used	in	Sample	Size	Formula?	The	size	of	the	sample	is	very	important	for	getting	accurate	and	statistically	significant
results.	The	sample	size	for	an	infinite	population	is	calculated	as	S=	Z2	×	P	×		\(\dfrac{(1-P)}{M^2}\)		where,	S	=	sample	size	for	infinite	population	Z	=	Z	score	P	=	population	proportion	(	Assumed	as	50%	or	0.5)	M	=	Margin	of	error	The	sample	size	formula	helps	us	find	the	accurate	sample	size	through	the	difference	between	the	population	and
the	sample.	To	recall,	the	number	of	observation	in	a	given	sample	population	is	known	as	sample	size.	Since	it	not	possible	to	survey	the	whole	population,	we	take	a	sample	from	the	population	and	then	conduct	a	survey	or	research.	The	sample	size	is	denoted	by	“n”	or	“N”.	Here,	it	is	written	as	“SS”.	Learn	More:	Confidence	Interval	Formula
Sample	Size	Formula	for	Infinite	and	Finite	Population	We	should	know	that	the	sample	size	that	we	are	taking	from	the	population,	will	not	hold	good	for	the	whole	sample.	We	have	a	level	of	confidence	and	margin	of	error	to	calculate	that	the	sample	size	is	accurate	or	not.	Confidence	level	helps	describe	how	sure	you	are	that	the	results	of	the
survey	hold	true	or	accurate.	The	sample	size	for	an	infinite	(unknown)	population	and	for	a	finite	(known)	population	is	given	as:	Formulas	for	Sample	Size	(SS)	For	Infinite	Sample	Size	SS	=	[Z2p	(1	−	p)]/	C2	For	Finite	Sample	Size	SS/	[1	+	{(SS	−	1)/Pop}]	Where,	SS	=	Sample	size	Z	=	Given	Z	value	p	=	Percentage	of	population	C	=	Confidence
level	Pop	=	Population	Check:	Z	Score	Table	Sample	Size	Formula	Example	Question:	Find	the	sample	size	for	a	finite	and	infinite	population	when	the	percentage	of	4300	population	is	5,	confidence	level	99	and	confidence	interval	is	0.01?	Solution:	Z	=	From	the	z-table,	we	have	the	value	of	confidence	level,	that	is	2.58	by	applying	given	data	in	the
formula:	Sample	size	for	finite	population		New	SS	=	294	home	/	math	/	sample	size	calculator	This	calculator	computes	the	minimum	number	of	necessary	samples	to	meet	the	desired	statistical	constraints.	Find	Out	the	Margin	of	Error	This	calculator	gives	out	the	margin	of	error	or	confidence	interval	of	observation	or	survey.	RelatedStandard
Deviation	Calculator	|	Probability	Calculator	In	statistics,	information	is	often	inferred	about	a	population	by	studying	a	finite	number	of	individuals	from	that	population,	i.e.	the	population	is	sampled,	and	it	is	assumed	that	characteristics	of	the	sample	are	representative	of	the	overall	population.	For	the	following,	it	is	assumed	that	there	is	a
population	of	individuals	where	some	proportion,	p,	of	the	population	is	distinguishable	from	the	other	1-p	in	some	way;	e.g.,	p	may	be	the	proportion	of	individuals	who	have	brown	hair,	while	the	remaining	1-p	have	black,	blond,	red,	etc.	Thus,	to	estimate	p	in	the	population,	a	sample	of	n	individuals	could	be	taken	from	the	population,	and	the
sample	proportion,	p̂,	calculated	for	sampled	individuals	who	have	brown	hair.	Unfortunately,	unless	the	full	population	is	sampled,	the	estimate	p̂	most	likely	won't	equal	the	true	value	p,	since	p̂	suffers	from	sampling	noise,	i.e.	it	depends	on	the	particular	individuals	that	were	sampled.	However,	sampling	statistics	can	be	used	to	calculate	what	are
called	confidence	intervals,	which	are	an	indication	of	how	close	the	estimate	p̂	is	to	the	true	value	p.	Statistics	of	a	Random	Sample	The	uncertainty	in	a	given	random	sample	(namely	that	is	expected	that	the	proportion	estimate,	p̂,	is	a	good,	but	not	perfect,	approximation	for	the	true	proportion	p)	can	be	summarized	by	saying	that	the	estimate	p̂	is
normally	distributed	with	mean	p	and	variance	p(1-p)/n.	For	an	explanation	of	why	the	sample	estimate	is	normally	distributed,	study	the	Central	Limit	Theorem.	As	defined	below,	confidence	level,	confidence	intervals,	and	sample	sizes	are	all	calculated	with	respect	to	this	sampling	distribution.	In	short,	the	confidence	interval	gives	an	interval
around	p	in	which	an	estimate	p̂	is	"likely"	to	be.	The	confidence	level	gives	just	how	"likely"	this	is	–	e.g.,	a	95%	confidence	level	indicates	that	it	is	expected	that	an	estimate	p̂	lies	in	the	confidence	interval	for	95%	of	the	random	samples	that	could	be	taken.	The	confidence	interval	depends	on	the	sample	size,	n	(the	variance	of	the	sample
distribution	is	inversely	proportional	to	n,	meaning	that	the	estimate	gets	closer	to	the	true	proportion	as	n	increases);	thus,	an	acceptable	error	rate	in	the	estimate	can	also	be	set,	called	the	margin	of	error,	ε,	and	solved	for	the	sample	size	required	for	the	chosen	confidence	interval	to	be	smaller	than	e;	a	calculation	known	as	"sample	size
calculation."	Confidence	Level	The	confidence	level	is	a	measure	of	certainty	regarding	how	accurately	a	sample	reflects	the	population	being	studied	within	a	chosen	confidence	interval.	The	most	commonly	used	confidence	levels	are	90%,	95%,	and	99%,	which	each	have	their	own	corresponding	z-scores	(which	can	be	found	using	an	equation	or
widely	available	tables	like	the	one	provided	below)	based	on	the	chosen	confidence	level.	Note	that	using	z-scores	assumes	that	the	sampling	distribution	is	normally	distributed,	as	described	above	in	"Statistics	of	a	Random	Sample."	Given	that	an	experiment	or	survey	is	repeated	many	times,	the	confidence	level	essentially	indicates	the	percentage
of	the	time	that	the	resulting	interval	found	from	repeated	tests	will	contain	the	true	result.	Confidence	Interval	In	statistics,	a	confidence	interval	is	an	estimated	range	of	likely	values	for	a	population	parameter,	for	example,	40	±	2	or	40	±	5%.	Taking	the	commonly	used	95%	confidence	level	as	an	example,	if	the	same	population	were	sampled
multiple	times,	and	interval	estimates	made	on	each	occasion,	in	approximately	95%	of	the	cases,	the	true	population	parameter	would	be	contained	within	the	interval.	Note	that	the	95%	probability	refers	to	the	reliability	of	the	estimation	procedure	and	not	to	a	specific	interval.	Once	an	interval	is	calculated,	it	either	contains	or	does	not	contain	the
population	parameter	of	interest.	Some	factors	that	affect	the	width	of	a	confidence	interval	include:	size	of	the	sample,	confidence	level,	and	variability	within	the	sample.	There	are	different	equations	that	can	be	used	to	calculate	confidence	intervals	depending	on	factors	such	as	whether	the	standard	deviation	is	known	or	smaller	samples	(n	where
z	is	z	score	p̂	is	the	population	proportion	n	and	n'	are	sample	size	N	is	the	population	size	Within	statistics,	a	population	is	a	set	of	events	or	elements	that	have	some	relevance	regarding	a	given	question	or	experiment.	It	can	refer	to	an	existing	group	of	objects,	systems,	or	even	a	hypothetical	group	of	objects.	Most	commonly,	however,	population	is
used	to	refer	to	a	group	of	people,	whether	they	are	the	number	of	employees	in	a	company,	number	of	people	within	a	certain	age	group	of	some	geographic	area,	or	number	of	students	in	a	university's	library	at	any	given	time.	It	is	important	to	note	that	the	equation	needs	to	be	adjusted	when	considering	a	finite	population,	as	shown	above.	The
(N-n)/(N-1)	term	in	the	finite	population	equation	is	referred	to	as	the	finite	population	correction	factor,	and	is	necessary	because	it	cannot	be	assumed	that	all	individuals	in	a	sample	are	independent.	For	example,	if	the	study	population	involves	10	people	in	a	room	with	ages	ranging	from	1	to	100,	and	one	of	those	chosen	has	an	age	of	100,	the
next	person	chosen	is	more	likely	to	have	a	lower	age.	The	finite	population	correction	factor	accounts	for	factors	such	as	these.	Refer	below	for	an	example	of	calculating	a	confidence	interval	with	an	unlimited	population.	EX:	Given	that	120	people	work	at	Company	Q,	85	of	which	drink	coffee	daily,	find	the	99%	confidence	interval	of	the	true
proportion	of	people	who	drink	coffee	at	Company	Q	on	a	daily	basis.	Sample	Size	Calculation	Sample	size	is	a	statistical	concept	that	involves	determining	the	number	of	observations	or	replicates	(the	repetition	of	an	experimental	condition	used	to	estimate	the	variability	of	a	phenomenon)	that	should	be	included	in	a	statistical	sample.	It	is	an
important	aspect	of	any	empirical	study	requiring	that	inferences	be	made	about	a	population	based	on	a	sample.	Essentially,	sample	sizes	are	used	to	represent	parts	of	a	population	chosen	for	any	given	survey	or	experiment.	To	carry	out	this	calculation,	set	the	margin	of	error,	ε,	or	the	maximum	distance	desired	for	the	sample	estimate	to	deviate
from	the	true	value.	To	do	this,	use	the	confidence	interval	equation	above,	but	set	the	term	to	the	right	of	the	±	sign	equal	to	the	margin	of	error,	and	solve	for	the	resulting	equation	for	sample	size,	n.	The	equation	for	calculating	sample	size	is	shown	below.	where	z	is	the	z	score	ε	is	the	margin	of	error	N	is	the	population	size	p̂	is	the	population
proportion	EX:	Determine	the	sample	size	necessary	to	estimate	the	proportion	of	people	shopping	at	a	supermarket	in	the	U.S.	that	identify	as	vegan	with	95%	confidence,	and	a	margin	of	error	of	5%.	Assume	a	population	proportion	of	0.5,	and	unlimited	population	size.	Remember	that	z	for	a	95%	confidence	level	is	1.96.	Refer	to	the	table	provided
in	the	confidence	level	section	for	z	scores	of	a	range	of	confidence	levels.	Thus,	for	the	case	above,	a	sample	size	of	at	least	385	people	would	be	necessary.	In	the	above	example,	some	studies	estimate	that	approximately	6%	of	the	U.S.	population	identify	as	vegan,	so	rather	than	assuming	0.5	for	p̂,	0.06	would	be	used.	If	it	was	known	that	40	out	of
500	people	that	entered	a	particular	supermarket	on	a	given	day	were	vegan,	p̂	would	then	be	0.08.	The	sample	size	formula	in	statistics	is	used	to	determine	how	large	a	sample	should	be	to	achieve	results	that	are	representative	of	the	population.	The	formula	varies	depending	on	the	type	of	data	and	the	statistical	analysis	required.	The	formula	to
calculate	the	sample	size	for	a	survey	or	study	depends	on	several	factors,	including	the	desired	confidence	level,	the	margin	of	error	(confidence	interval),	the	population	size,	and	the	expected	proportion	of	the	attribute	being	measured.	Sample	Size	FormulaIn	the	field	of	statistics,	the	sample	size	is	defined	as	the	number	of	observations	used	to
calculate	population	estimates	for	a	specific	population.	In	other	words,	it	refers	to	the	number	of	individual	samples	utilized	in	a	data	study.	It	uses	the	difference	between	the	population	and	the	sample	to	calculate	the	correct	sample	size.	It	is	the	process	of	selecting	a	group	of	people	from	a	population	to	estimate	the	characteristics	of	the	entire
population,	known	as	sampling.	It	is	denoted	by	the	symbol	n.	For	a	smaller	sample	size,	the	concept	of	the	T	distribution	is	used	in	place	of	normal	distribution.	Specifically,	this	distribution	is	used	when	the	value	of	the	sample	size	is	less	than	30.	In	this	test,	we	utilize	the	t	statistic	to	test	the	null	hypothesis	using	both	one-tailed	and	two-tailed	tests
if	the	population	variance	is	unknown	and	the	sample	size	is	small.	It	is	also	known	as	adjusted	sample	size.	A	=	n	/	(1	+	(n	-	1)/P)	Where,	A	is	the	adjusted	sample	size,n	is	the	sample	size,P	is	the	population	size.For	infinite	population	size,	the	formula	is	expressed	in	terms	of	z-value	and	error	margin.	n	=	Z2p(1	-	p)/m2	Where,	n	is	the	sample	size,Z	is
the	z-value,p	is	the	proportion	of	population	(generally	taken	as	0.5),m	is	the	margin	of	error.Sample	Size	Formula	for	Estimating	a	Population	MeanTo	estimate	a	population	mean	with	a	certain	level	of	confidence,	the	sample	size	can	be	determined	using:	n=	[(Z.σ)/E]2	Where:	nnn	=	required	sample	sizeZZZ	=	Z-value	(the	number	of	standard
deviations	from	the	mean	in	a	standard	normal	distribution	corresponding	to	the	desired	confidence	level,	e.g.,	1.96	for	95%	confidence)σ\sigmaσ	=	population	standard	deviationEEE	=	margin	of	error	(the	maximum	acceptable	difference	between	the	sample	mean	and	the	population	mean)Sample	Size	Formula	For	Estimating	a	Population
ProportionTo	estimate	a	population	proportion	with	a	certain	level	of	confidence,	the	sample	size	can	be	calculated	using:	n	=	[Z2.p.(1-p)/E2]	Where:	nnn	=	required	sample	sizeZZZ	=	Z-value	(for	the	desired	confidence	level)ppp	=	estimated	proportion	of	the	population	(if	unknown,	0.5	is	used	for	maximum	variability)EEE	=	margin	of	errorSample
Size	Formula	For	Finite	Population	CorrectionWhen	the	population	size	is	finite	and	relatively	small,	the	sample	size	formula	can	be	adjusted	using	the	finite	population	correction	(FPC):	nadjusted​	=	[n/(1+(n-1)/N)]	How	to	use	Sample	Size	Formula?To	compute	the	necessary	sample	size,	it's	essential	to	first	determine	several	values	before	applying
them	to	the	right	formula.	Here	are	the	steps	to	achieve	this:	Step	1:	Identifying	Key	Values	Key	values	such	as	the	population	size	need	to	be	determined.	This	value	represents	the	total	count	of	individuals	within	a	specific	demographic.	For	larger	studies,	an	approximate	population	size	may	be	used,	while	precision	is	crucial	for	smaller	groups	to
ensure	statistical	significance.	Step	2:	Determining	Margin	of	Error	or	Confidence	Interval	The	margin	of	error,	a	critical	metric	in	research,	indicates	the	allowable	error	within	a	study.	It	is	expressed	as	a	percentage	that	illustrates	how	closely	the	sample	results	reflect	the	true	values	of	the	overall	population.	A	smaller	margin	typically	requires	a
larger	sample	to	maintain	accuracy.	Step	3:	Setting	the	Confidence	Level	The	confidence	level	correlates	closely	with	the	margin	of	error,	measuring	the	certainty	with	which	a	sample	represents	the	entire	population	within	the	chosen	margin	of	error.	Common	confidence	levels	include	90%,	95%,	and	99%,	with	higher	levels	indicating	greater
accuracy	but	necessitating	larger	samples.	Step	4:	Specifying	the	Standard	Deviation	measures	response	variability	within	a	study.	Researchers	often	use	0.5	(50%)	as	a	conservative	estimate	to	ensure	the	sample	size	is	adequate	to	represent	the	population	accurately	under	the	chosen	confidence	level	and	interval.	Step	5:	Calculate	the	Z-score	The
Z-score,	linked	to	the	confidence	level,	indicates	the	number	of	standard	deviations	a	selected	value	is	from	the	population	mean.	This	value	is	usually	memorized	by	researchers	for	commonly	used	confidence	levels	due	to	its	consistent	application	across	studies:	Confidence	Level	80%:	Z-score	1.28Confidence	Level	85%:	Z-score	1.44Confidence	Level
90%:	Z-score	1.65Confidence	Level	95%:	Z-score	1.96Confidence	Level	99%:	Z-score	2.58These	steps	outline	the	theoretical	framework	for	calculating	sample	sizes,	vital	for	ensuring	the	reliability	and	accuracy	of	study	results.	Examples	Using	Sample	Size	FormulaProblem	1:	Calculate	the	adjusted	sample	size	for	a	sample	size	of	300	and	a
population	of	50000.	Solution:	We	have,	n	=	300	P	=	50000	Using	the	formula	we	have,	A	=	n	/	(1	+	(n	-	1)/P)	=	300	/	(1	+	299/50000)	=	300/1.00598	=	298.216	Problem	2:	Calculate	the	adjusted	sample	size	for	a	sample	size	of	100	and	a	population	of	25000.	Solution:	We	have,	n	=	100	P	=	25000	Using	the	formula	we	have,	A	=	n	/	(1	+	(n	-	1)/P)	=
100	/	(1	+	299/25000)	=	100/1.001196	=	99.88	Problem	3:	Calculate	the	adjusted	sample	size	for	a	sample	size	of	76	and	a	population	of	2000.	Solution:	We	have,	n	=	76	P	=	2000	Using	the	formula	we	have,	A	=	n	/	(1	+	(n	-	1)/P)	=	76	/	(1	+75/2000)	=	76/1.0375	=	73.25	Problem	4:	Calculate	the	population	size	if	the	adjusted	sample	size	is	102.2	for
a	sample	size	of	104.	Solution:	We	have,	A	=	102.2	n	=	104	Using	the	formula	we	have,	A	=	n	/	(1	+	(n	-	1)/P)	=>	102.2	=	104	/	(1	+	103/P)	=>	1	+	103/P	=	1.01	=>	103/P	=	0.01	=>	P	=	10300	Problem	5:	Calculate	the	sample	size	for	z-value	as	1.5	and	the	margin	of	error	as	4.2%.	Solution:	We	have,	z	=	1.5	m	=	4.2%	=	0.042	p	=	0.5	Using	the
formula	we	have,	n	=	Z2p(1	-	p)/m2	=	(1.5)2	×	0.5	×	(1	-	0.5)/(0.042)2	=	0.5625/0.001764	=	318.87	Problem	6:	Calculate	the	sample	size	for	z-value	as	1.2	and	the	margin	of	error	as	3.5%.	Solution:	We	have,	z	=	1.2	m	=	3.5%	=	0.035	p	=	0.5	Using	the	formula	we	have,	n	=	Z2p(1	-	p)/m2	=	(1.2)2	×	0.5	×	(1	-	0.5)/(0.035)2	=	0.36/0.001225	=	293.877
Problem	7:	Calculate	the	z-value	if	the	sample	size	is	250	and	the	margin	of	error	is	3.2%.	Solution:	We	have,	n	=	250	m	=	3.2%	=	0.032	p	=	0.5	Using	the	formula	we	have,	n	=	Z2p(1	-	p)/m2	=>	Z2	=	nm2/(p(1	-	p))	=>	Z2	=	250	×	(0.032)2	/	(0.5	×	0.5)	=>	Z2	=	0.256/0.025	=>	Z2	=	10.24	=>	Z	=	3.2	Must	Read	Download	Article	Learn	all	the
calculations	you	need	with	our	complete	guide	Download	Article	Scientific	studies	often	rely	on	surveys	distributed	among	a	sample	of	some	total	population.	Your	sample	will	need	to	include	a	certain	number	of	people,	however,	if	you	want	it	to	accurately	reflect	the	conditions	of	the	overall	population	it's	meant	to	represent.	To	calculate	your
necessary	sample	size,	you'll	need	to	determine	several	set	values	and	plug	them	into	an	appropriate	formula.	1	Know	your	population	size.	Population	size	refers	to	the	total	number	of	people	within	your	demographic.	For	larger	studies,	you	can	use	an	approximated	value	instead	of	the	precise	number.[1]	Precision	has	a	greater	statistical	impact
when	you	work	with	a	smaller	group.	For	instance,	if	you	wish	to	perform	a	survey	among	members	of	a	local	organization	or	employees	of	a	small	business,	the	population	size	should	be	accurate	within	a	dozen	or	so	people.[2]	Larger	surveys	allow	for	a	greater	deviance	in	the	actual	population.	For	example,	if	your	demographic	includes	everyone
living	in	the	United	States,	you	could	estimate	the	size	to	roughly	320	million	people,	even	though	the	actual	value	may	vary	by	hundreds	of	thousands.	2	Determine	your	margin	of	error.	Margin	of	error,	also	referred	to	as	"confidence	interval,"	refers	to	the	amount	of	error	you	wish	to	allow	in	your	results.[3]	The	margin	of	error	is	a	percentage	the
indicates	how	close	your	sample	results	will	be	to	the	true	value	of	the	overall	population	discussed	in	your	study.	Smaller	margin	of	errors	will	result	in	more	accurate	answers,	but	choosing	a	smaller	margin	of	error	will	also	require	a	larger	sample.	When	the	results	of	a	survey	are	presented,	the	margin	of	error	usually	appears	as	a	plus	or	minus
percentage.	For	example:	"35%	of	people	agree	with	option	A,	with	a	margin	of	error	of	+/-	5%"	In	this	example,	the	margin	of	error	essentially	indicates	that,	if	the	entire	population	were	asked	the	same	poll	question,	you	are	“confident”	that	somewhere	between	30%	(35	-	5)	and	40%	(35	+	5)	would	agree	with	option	A.	Advertisement	3	Set	your
confidence	level.	Confidence	level	is	closely	related	to	confidence	interval	(margin	of	error).	This	value	measures	your	degree	of	certainty	regarding	how	well	a	sample	represents	the	overall	population	within	your	chosen	margin	of	error.[4]	In	other	words,	choosing	a	confidence	level	of	95%	allows	you	to	claim	that	you	95%	certain	that	your	results
accurately	fall	within	your	chosen	margin	of	error.	A	larger	confidence	level	indicates	a	greater	degree	of	accuracy,	but	it	will	also	require	a	larger	sample.	The	most	common	confidence	levels	are	90%	confident,	95%	confident,	and	99%	confident.	Setting	a	confidence	level	of	95%	for	the	example	stated	in	the	margin	of	error	step	would	mean	that
you	are	95%	certain	that	30%	to	40%	of	the	total	concerned	population	would	agree	with	option	A	of	your	survey.	4	Specify	your	standard	of	deviation.	The	standard	of	deviation	indicates	how	much	variation	you	expect	among	your	responses.[5]	Extreme	answers	are	more	likely	to	be	accurate	than	moderate	results.	Plainly	stated,	if	99%	of	your
survey	responses	answer	"Yes"	and	only	1%	answer	"No,"	the	sample	probably	represents	the	overall	population	very	accurately.	On	the	other	hand,	if	45%	answer	"Yes"	and	55%	answer	"No,"	there	is	a	greater	chance	of	error.	Since	this	value	is	difficult	to	determine	you	give	the	actual	survey,	most	researchers	set	this	value	at	0.5	(50%).	This	is	the
worst	case	scenario	percentage,	so	sticking	with	this	value	will	guarantee	that	your	calculated	sample	size	is	large	enough	to	accurately	represent	the	overall	population	within	your	confidence	interval	and	confidence	level.	5	Find	your	Z-score.	The	Z-score	is	a	constant	value	automatically	set	based	on	your	confidence	level.	It	indicates	the	"standard
normal	score,"	or	the	number	of	standard	deviations	between	any	selected	value	and	the	average/mean	of	the	population.[6]	You	can	calculate	z-scores	by	hand,	look	for	an	online	calculator,	or	find	your	z-score	on	a	z-score	table.	Each	of	these	methods	can	be	fairly	complex,	however.	Since	confidence	levels	are	fairly	standardized,	most	researchers
simply	memorize	the	necessary	z-score	for	the	most	common	confidence	levels:	80%	confidence	=>	1.28	z-score	85%	confidence	=>	1.44	z-score	90%	confidence	=>	1.65	z-score	95%	confidence	=>	1.96	z-score	99%	confidence	=>	2.58	z-score	Advertisement	1	Look	at	the	equation.[7]	If	you	have	a	small	to	moderate	population	and	know	all	of	the
key	values,	you	should	use	the	standard	formula.	The	standard	formula	for	sample	size	is:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	N	=	population	size	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	2	Plug	in	your	values.	Replace	the	variable	placeholders	with	the	numerical	values	that	actually	apply	to	your	specific
survey.	Example:	Determine	the	ideal	survey	size	for	a	population	size	of	425	people.	Use	a	99%	confidence	level,	a	50%	standard	of	deviation,	and	a	5%	margin	of	error.	For	99%	confidence,	you	would	have	a	z-score	of	2.58.	This	means	that:	N	=	425	z	=	2.58	e	=	0.05	p	=	0.5	3	Do	the	math.	Solve	the	equation	using	the	newly	inserted	numerical
values.	The	solution	represents	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	=	[2.582	*	0.5(1-0.5)]	/	0.052	/	1	+	[2.582	*	0.5(1-0.5)]	/	0.052	*	425]	=	[6.6564	*	0.25]	/	0.0025	/	1	+	[6.6564	*	0.25]	/	1.0625]	=	665	/	2.5663	=	259.39(final	answer)	Advertisement	1	Examine	the	formula.[8]	If	you	have	a
very	large	population	or	an	unknown	one,	you'll	need	to	use	a	secondary	formula.	If	you	still	have	values	for	the	remainder	of	the	variables,	use	the	equation:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	Note	that	this	equation	is	merely	the	top	half	of	the	full	formula.	2	Plug	your	values	into	the	equation.
Replace	each	variable	placeholder	with	the	numerical	values	chosen	for	your	survey.	Example:	Determine	the	necessary	survey	size	for	an	unknown	population	with	a	90%	confidence	level,	50%	standard	of	deviation,	a	3%	margin	of	error.	For	90%	confidence,	use	the	z-score	would	be	1.65.	This	means	that:	z	=	1.65	e	=	0.03	p	=	0.5	3	Do	the	math.
After	plugging	you	numbers	into	the	formula,	solve	the	equation.	Your	answer	will	indicate	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	=	[1.652	*	0.5(1-0.5)]	/	0.032	=	[2.7225	*	0.25]	/	0.0009	=	0.6806	/	0.0009	=	756.22	(final	answer)	Advertisement	1	Look	at	the	formula.	Slovin's	formula	is	a	very	general	equation	used
when	you	can	estimate	the	population	but	have	no	idea	about	how	a	certain	population	behaves.	The	formula	is	described	as:[9]	Sample	Size	=	N	/	(1	+	N*e2)	N	=	population	size	e	=	margin	of	error	Note	that	this	is	the	least	accurate	formula	and,	as	such,	the	least	ideal.	You	should	only	use	this	if	circumstances	prevent	you	from	determining	an
appropriate	standard	of	deviation	and/or	confidence	level	(thereby	preventing	you	from	determining	your	z-score,	as	well).	2	Plug	in	the	numbers.	Replace	each	variable	placeholder	with	the	numerical	values	that	apply	specifically	to	your	survey.	Example:	Calculate	the	necessary	survey	size	for	a	population	of	240,	allowing	for	a	4%	margin	of	error.
This	means	that:	3	Do	the	math.	Solve	the	equation	using	your	survey-specific	numbers.	The	answer	you	arrive	at	should	be	your	necessary	survey	size.[10]	Example:	Sample	Size	=	N	/	(1	+	N*e2)	=	240	/	(1	+	240	*	0.042)	=	240	/	(1	+	240	*	0.0016)	=	240	/	(1	+	0.384}	=	240	/	(1.384)	=	173.41	(final	answer)	Advertisement	Add	New	Question
Question	If	the	total	population	size	is	not	given	in	the	problem,	what	formula	will	apply?	If	the	population	size	is	not	given,	then	a	t-distribution	formula	is	applicable.	Question	What	is	t-	distribution	formula	?	The	t-distribution	formula	can	be	used	to	get	the	mean	of	a	normally	distributed	population.	Question	What	is	the	name	of	the	sample	size
formula?	The	sample	size	formula	is	also	known	as	Cochran's	formula,	named	after	the	person	who	developed	it.	Ask	a	Question	Advertisement	↑	This	article	was	reviewed	by	Joseph	Meyer.	Joseph	Meyer	is	a	High	School	Math	Teacher	based	in	Pittsburgh,	Pennsylvania.	He	is	an	educator	at	City	Charter	High	School,	where	he	has	been	teaching	for
over	7	years.	Joseph	is	also	the	founder	of	Sandbox	Math,	an	online	learning	community	dedicated	to	helping	students	succeed	in	Algebra.	His	site	is	set	apart	by	its	focus	on	fostering	genuine	comprehension	through	step-by-step	understanding	(instead	of	just	getting	the	correct	final	answer),	enabling	learners	to	identify	and	overcome
misunderstandings	and	confidently	take	on	any	test	they	face.	He	received	his	MA	in	Physics	from	Case	Western	Reserve	University	and	his	BA	in	Physics	from	Baldwin	Wallace	University.	This	article	has	been	viewed	511,268	times.	Co-authors:	12	Updated:	April	5,	2025	Views:	511,268	Categories:	Probability	and	Statistics	Print	Send	fan	mail	to
authors	Thanks	to	all	authors	for	creating	a	page	that	has	been	read	511,268	times.	"The	formulas	and	the	references	to	them	helps	researchers	to	use	them	and	to	cite	the	references.	The	solved	examples	help	in	calculating	the	sample	size	easily."..."	more	Share	your	story	Sample	size	is	a	research	term	used	for	defining	the	number	of	individuals
included	in	a	research	study	to	represent	a	population.	The	sample	size	references	the	total	number	of	respondents	included	in	a	study,	and	the	number	is	often	broken	down	into	sub-groups	by	demographics	such	as	age,	gender,	and	location	so	that	the	total	sample	achieves	represents	the	entire	population.	Determining	the	appropriate	sample	size	is
one	of	the	most	important	factors	in	statistical	analysis.	If	the	sample	size	is	too	small,	it	will	not	yield	valid	results	or	adequately	represent	the	realities	of	the	population	being	studied.	On	the	other	hand,	while	larger	sample	sizes	yield	smaller	margins	of	error	and	are	more	representative,	a	sample	size	that	is	too	large	may	significantly	increase	the
cost	and	time	taken	to	conduct	the	research.	This	article	will	discuss	considerations	to	put	in	place	when	determining	your	sample	size	and	how	to	calculate	the	sample	size.	Confidence	Interval	and	Confidence	Level	As	we	have	noted	before,	when	selecting	a	sample	there	are	multiple	factors	that	can	impact	the	reliability	and	validity	of	results,
including	sampling	and	non-sampling	errors.	When	thinking	about	sample	size,	the	two	measures	of	error	that	are	almost	always	synonymous	with	sample	sizes	are	the	confidence	interval	and	the	confidence	level.	Confidence	Interval	(Margin	of	Error)	Confidence	intervals	measure	the	degree	of	uncertainty	or	certainty	in	a	sampling	method	and	how
much	uncertainty	there	is	with	any	particular	statistic.	In	simple	terms,	the	confidence	interval	tells	you	how	confident	you	can	be	that	the	results	from	a	study	reflect	what	you	would	expect	to	find	if	it	were	possible	to	survey	the	entire	population	being	studied.	The	confidence	interval	is	usually	a	plus	or	minus	(±)	figure.	For	example,	if	your
confidence	interval	is	6	and	60%	percent	of	your	sample	picks	an	answer,	you	can	be	confident	that	if	you	had	asked	the	entire	population,	between	54%	(60-6)	and	66%	(60+6)	would	have	picked	that	answer.	Confidence	Level	The	confidence	level	refers	to	the	percentage	of	probability,	or	certainty	that	the	confidence	interval	would	contain	the	true
population	parameter	when	you	draw	a	random	sample	many	times.	It	is	expressed	as	a	percentage	and	represents	how	often	the	percentage	of	the	population	who	would	pick	an	answer	lies	within	the	confidence	interval.	For	example,	a	99%	confidence	level	means	that	should	you	repeat	an	experiment	or	survey	over	and	over	again,	99	percent	of
the	time,	your	results	will	match	the	results	you	get	from	a	population.	The	larger	your	sample	size,	the	more	confident	you	can	be	that	their	answers	truly	reflect	the	population.	In	other	words,	the	larger	your	sample	for	a	given	confidence	level,	the	smaller	your	confidence	interval.	Standard	Deviation	Another	critical	measure	when	determining	the
sample	size	is	the	standard	deviation,	which	measures	a	data	set’s	distribution	from	its	mean.	In	calculating	the	sample	size,	the	standard	deviation	is	useful	in	estimating	how	much	the	responses	you	receive	will	vary	from	each	other	and	from	the	mean	number,	and	the	standard	deviation	of	a	sample	can	be	used	to	approximate	the	standard
deviation	of	a	population.	The	higher	the	distribution	or	variability,	the	greater	the	standard	deviation	and	the	greater	the	magnitude	of	the	deviation.	For	example,	once	you	have	already	sent	out	your	survey,	how	much	variance	do	you	expect	in	your	responses?	That	variation	in	responses	is	the	standard	deviation.	Population	Size	The	other
important	consideration	to	make	when	determining	your	sample	size	is	the	size	of	the	entire	population	you	want	to	study.	A	population	is	the	entire	group	that	you	want	to	draw	conclusions	about.	It	is	from	the	population	that	a	sample	is	selected,	using	probability	or	non-probability	samples.	The	population	size	may	be	known	(such	as	the	total
number	of	employees	in	a	company),	or	unknown	(such	as	the	number	of	pet	keepers	in	a	country),	but	there’s	a	need	for	a	close	estimate,	especially	when	dealing	with	a	relatively	small	or	easy	to	measure	groups	of	people.	As	demonstrated	through	the	calculation	below,	a	sample	size	of	about	385	will	give	you	a	sufficient	sample	size	to	draw
assumptions	of	nearly	any	population	size	at	the	95%	confidence	level	with	a	5%	margin	of	error,	which	is	why	samples	of	400	and	500	are	often	used	in	research.	However,	if	you	are	looking	to	draw	comparisons	between	different	sub-groups,	for	example,	provinces	within	a	country,	a	larger	sample	size	is	required.	GeoPoll	typically	recommends	a
sample	size	of	400	per	country	as	the	minimum	viable	sample	for	a	research	project,	800	per	country	for	conducting	a	study	with	analysis	by	a	second-level	breakdown	such	as	females	versus	males,	and	1200+	per	country	for	doing	third-level	breakdowns	such	as	males	aged	18-24	in	Nairobi.	How	to	Calculate	Sample	Size	As	we	have	defined	all	the
necessary	terms,	let	us	briefly	learn	how	to	determine	the	sample	size	using	a	sample	calculation	formula	known	as	Andrew	Fisher’s	Formula.	Confidence	level	z-score	80%	1.28	85%	1.44	90%	1.65	95%	1.96	99%	2.58	Put	these	figures	into	the	sample	size	formula	to	get	your	sample	size.	Here	is	an	example	calculation:	Say	you	choose	to	work	with	a
95%	confidence	level,	a	standard	deviation	of	0.5,	and	a	confidence	interval	(margin	of	error)	of	±	5%,	you	just	need	to	substitute	the	values	in	the	formula:	((1.96)2	x	.5(.5))	/	(.05)2	(3.8416	x	.25)	/	.0025	.9604	/	.0025	384.16	Your	sample	size	should	be	385.	Fortunately,	there	are	several	available	online	tools	to	help	you	with	this	calculation.	Here’s	an
online	sample	calculator	from	Easy	Calculation.	Just	put	in	the	confidence	level,	population	size,	the	confidence	interval,	and	the	perfect	sample	size	is	calculated	for	you.	GeoPoll’s	Sampling	Techniques	With	the	largest	mobile	panel	in	Africa,	Asia,	and	Latin	America,	and	reliable	mobile	technologies,	GeoPoll	develops	unique	samples	that	accurately
represent	any	population.	See	our	country	coverage	here,	or	contact	our	team	to	discuss	your	upcoming	project.	Imagine	you’re	conducting	a	survey	to	understand	college	students’	preferences	for	sustainable	campus	initiatives.	How	many	students	should	you	survey	to	get	reliable	results?	Survey	10	students	and	your	findings	might	be	skewed.
Survey	10,000	and	you’ll	waste	time	and	resources.	The	key	lies	in	determining	the	right	sample	size	–	a	critical	decision	that	can	make	or	break	your	research’s	credibility	and	usefulness.	Table	of	Contents	Sample	size	determination	is	the	foundation	of	reliable	research.	Think	of	it	like	baking	a	cake	–	too	little	flour	and	it	won’t	hold	together,	too
much	and	it	becomes	dense	and	inedible.	Similarly,	your	sample	size	needs	to	be	just	right	to	produce	meaningful,	actionable	results.	When	your	sample	size	is	too	small,	you	risk	missing	important	patterns	in	your	data.	Your	findings	might	not	represent	the	larger	population	you’re	studying,	leading	to	what	researchers	call	“sampling	error.”	On	the
flip	side,	an	unnecessarily	large	sample	wastes	precious	time,	money,	and	human	resources	without	significantly	improving	your	results’	accuracy.	Consider	a	real-world	scenario:	A	company	wants	to	understand	employee	satisfaction	across	its	5,000-person	workforce.	Surveying	just	50	employees	might	miss	crucial	departmental	differences,	while
surveying	all	5,000	employees	would	be	costly	and	time-consuming.	The	right	sample	size	ensures	you	capture	the	diversity	of	opinions	while	keeping	your	research	feasible	and	budget-friendly.	Essential	methods	for	calculating	sample	size	Calculating	sample	size	isn’t	guesswork	–	it’s	a	scientific	process	based	on	proven	mathematical	formulas.	The
method	you	choose	depends	on	several	key	factors:	your	population	size,	desired	confidence	level,	and	acceptable	margin	of	error.	Formula	for	populations	greater	than	10,000	For	large	populations	(over	10,000	people),	researchers	use	this	simplified	formula:	n	=	Z²	×	p	×	(1-p)	/	E²	Let’s	break	this	down	with	a	practical	example.	Suppose	you’re
researching	smartphone	usage	habits	among	college	students	nationwide:	Z	(Z-score):	This	represents	your	confidence	level.	For	95%	confidence	(most	common	in	research),	Z	=	1.96.	For	99%	confidence,	Z	=	2.576.	p	(Population	proportion):	This	is	your	best	estimate	of	the	characteristic	you’re	measuring.	If	you	expect	60%	of	students	to	own
smartphones,	p	=	0.6.	When	you’re	unsure,	use	0.5	(50%)	as	it	gives	you	the	largest,	most	conservative	sample	size.	E	(Margin	of	error):	This	is	how	much	error	you’re	willing	to	accept.	A	5%	margin	of	error	means	your	results	could	be	off	by	plus	or	minus	5	percentage	points.	Using	our	smartphone	example	with	95%	confidence,	60%	expected
proportion,	and	5%	margin	of	error:	n	=	(1.96)²	×	0.6	×	0.4	/	(0.05)²	=	3.84	×	0.24	/	0.0025	=	369	students	Formula	for	populations	less	than	10,000	When	dealing	with	smaller,	finite	populations,	you	need	to	adjust	your	calculation	using	the	finite	population	correction	formula:	n	=	[Z²	×	p	×	(1-p)	/	E²]	/	[1	+	(Z²	×	p	×	(1-p)	/	E²	×	N)]	Where	N	is	your
total	population	size.	This	adjustment	prevents	oversampling	in	smaller	populations.	Let’s	say	you’re	studying	satisfaction	among	800	employees	at	a	mid-sized	company.	Using	the	same	parameters	as	before:	First	calculate	the	initial	sample	size:	n₀	=	369	(same	as	our	previous	calculation)	Then	apply	the	finite	population	correction:	n	=	369	/	[1	+
(369/800)]	=	369	/	1.46	=	253	employees	Notice	how	the	required	sample	size	decreases	significantly	when	working	with	smaller	populations.	Using	sample	size	tables	for	quick	reference	While	formulas	provide	precision,	sample	size	tables	offer	convenience	for	busy	researchers.	These	pre-calculated	tables	show	required	sample	sizes	for	different
combinations	of	confidence	levels,	margins	of	error,	and	population	sizes.	Tables	for	continuous	data	When	measuring	continuous	variables	like	height,	weight,	or	test	scores,	sample	size	tables	typically	organize	information	by:	Standard	deviation	estimates:	You’ll	need	to	estimate	the	variability	in	your	data,	often	from	pilot	studies	or	previous
research.	Effect	size:	This	represents	the	minimum	difference	you	want	to	detect	between	groups	or	conditions.	Power	level:	Usually	set	at	80%	or	90%,	this	represents	your	study’s	ability	to	detect	a	true	effect	when	it	exists.	For	example,	if	you’re	comparing	test	scores	between	two	teaching	methods	and	expect	a	standard	deviation	of	15	points,
wanting	to	detect	a	5-point	difference	with	90%	power	and	95%	confidence,	a	typical	table	might	suggest	95	students	per	group.	Tables	for	categorical	data	For	yes/no	questions,	preferences,	or	classifications,	categorical	data	tables	are	organized	differently:	Expected	proportions:	These	tables	often	assume	50/50	splits	(most	conservative)	or	allow
you	to	input	expected	percentages.	Confidence	intervals:	Common	options	include	90%,	95%,	and	99%	confidence	levels.	Margin	of	error	ranges:	Typically	from	1%	to	10%,	with	5%	being	most	common	in	social	sciences.	A	quick	reference	table	might	show	that	for	a	population	of	1,000	people,	you’d	need	278	responses	for	95%	confidence	with	a	5%
margin	of	error,	but	only	88	responses	if	you’re	comfortable	with	a	10%	margin	of	error.	Practical	application	in	real	research	scenarios	Let’s	walk	through	a	comprehensive	example	that	demonstrates	how	sample	size	calculations	work	in	practice.	Imagine	you’re	a	CSR	manager	planning	to	assess	community	satisfaction	with	your	company’s
environmental	initiatives	across	three	different	confidence	levels.	Scenario	setup	Your	company	operates	in	a	city	with	50,000	residents,	and	you	want	to	understand	their	perception	of	your	recycling	program.	Based	on	preliminary	feedback,	you	estimate	that	70%	of	residents	view	the	program	positively.	Calculation	for	90%	confidence	level	Using	Z
=	1.645,	p	=	0.7,	and	E	=	0.05:	n	=	(1.645)²	×	0.7	×	0.3	/	(0.05)²	=	2.71	×	0.21	/	0.0025	=	227	residents	Since	our	population	exceeds	10,000,	we	don’t	need	finite	population	correction.	Calculation	for	95%	confidence	level	Using	Z	=	1.96,	same	p	and	E	values:	n	=	(1.96)²	×	0.7	×	0.3	/	(0.05)²	=	3.84	×	0.21	/	0.0025	=	323	residents	Calculation	for
99%	confidence	level	Using	Z	=	2.576:	n	=	(2.576)²	×	0.7	×	0.3	/	(0.05)²	=	6.63	×	0.21	/	0.0025	=	556	residents	This	example	illustrates	a	crucial	trade-off	in	research:	higher	confidence	levels	require	larger	sample	sizes,	increasing	costs	and	complexity.	Your	choice	depends	on	how	critical	accuracy	is	for	your	decision-making	and	available
resources.	Even	with	perfect	calculations,	real-world	research	presents	challenges	that	can	affect	your	sample	size	needs.	Response	rates:	If	you	calculate	a	need	for	300	responses	but	expect	only	30%	of	people	to	participate,	you’ll	need	to	contact	1,000	people	initially.	Subgroup	analysis:	Planning	to	analyze	results	by	age	groups,	departments,	or
regions?	You’ll	need	adequate	sample	sizes	within	each	subgroup,	often	requiring	larger	overall	samples.	Data	quality:	Some	responses	may	be	incomplete	or	invalid,	so	consider	adding	10-15%	buffer	to	your	calculated	sample	size.	Budget	constraints:	Sometimes	ideal	sample	sizes	exceed	available	resources.	In	such	cases,	clearly	acknowledge
limitations	and	consider	alternative	approaches	like	stratified	sampling	to	maximize	representativeness	within	constraints.	Remember	that	sample	size	calculation	is	both	an	art	and	a	science.	While	formulas	provide	the	mathematical	foundation,	successful	research	requires	balancing	statistical	rigor	with	practical	feasibility,	always	keeping	your
research	objectives	and	audience	needs	at	the	forefront	of	your	decision-making	process.	What	do	you	think?	How	might	you	adjust	your	sample	size	calculations	when	studying	sensitive	topics	where	response	rates	might	be	lower?	What	factors	would	influence	your	choice	between	a	larger	sample	with	lower	confidence	or	a	smaller	sample	with
higher	confidence	in	your	own	research	projects?	Continue	reading	Continue	reading	Continue	reading	Continue	reading	Continue	reading	Continue	reading	Continue	reading	Sample	size	refers	to	the	number	of	individual	units	or	observations	selected	from	a	larger	population	for	a	particular	study	or	analysis.	In	research	and	statistical	analysis,	a
sample	is	a	subset	of	the	population	of	interest	that	is	studied	to	draw	conclusions	or	make	inferences	about	the	larger	population.	The	size	of	the	sample	has	implications	for	the	reliability	and	generalizability	of	the	findings.	The	number	of	individuals	or	observations	included	in	a	study	is	referred	to	as	sample	size.	Letter	‘n’	is	commonly	used	to
indicate	this	number.	The	sample	size	has	an	impact	on	two	statistical	properties:	accuracy	of	research	calculations;	and	researcher’s	ability	to	make	conclusions	For	example,	we	can	compare	the	performance	of	marathon	runners	who	eat	oatmeal	for	morning	to	those	who	do	not.	We	have	no	choice	but	to	focus	on	a	subset	of	the	greater	population
because	it	would	be	difficult	to	track	the	food	habits	of	every	marathon	runner	on	the	planet.	If	only	100	runners	are	chosen	at	random	for	our	investigation,	the	sample	size	is	‘n’.	Based	on	the	data	collected	from	a	sample	of	100	runners,	the	conclusions	of	the	study	might	be	applied	to	the	entire	population	of	runners.	There	will	always	be	some
margin	of	error	in	the	study	outcomes,	no	matter	how	meticulously	the	sample	of	100	runners	is	selected.	This	is	because	we	have	not	spoken	to	everyone	in	our	target	audience.	We	cannot	be	certain	how	eating	oatmeal	impacts	running	performance	because	it	is	impossible	to	look	at	every	situation	in	which	the	two	activities	collide.	Sampling	error	is
the	term	for	this	type	of	error.	It	has	an	impact	on	the	precision	with	which	we	describe	the	population	of	all	runners.	Although	sampling	error	is	unavoidable,	it	can	be	mitigated	by	increasing	sample	size.	A	narrower	margin	of	error	is	related	to	larger	samples.	This	is	reasonable.	We	need	a	lot	of	samples	to	compare	and	contrast	in	order	to	gain	an
accurate	picture	of	the	impact	of	eating	oatmeal	on	running	performance.	However,	there	comes	the	point	where	increasing	the	sample	size	has	no	effect	on	sampling	error.	The	rule	of	decreasing	returns	is	the	name	for	this	occurrence.	The	number	of	subjects	included	in	a	sample	is	referred	to	as	the	sample	size.	When	we	talk	about	sample	size,
we’re	talking	about	a	group	of	people	chosen	from	the	general	population	and	considered	representative	of	the	real	population	for	that	particular	study.	For	instance,	if	we	want	to	forecast	how	a	specific	age	group	would	react	to	a	new	product,	we	can	test	it	first	on	a	sample	size	that	is	typical	of	the	target	demographic.	In	this	situation,	the	sample
size	will	be	determined	by	the	number	of	people	in	that	age	group	who	will	be	polled.	The	use	of	statistical	formula	to	determine	sample	size	entails,	first	and	foremost,	the	selection	of	a	significant	benchmark	for	the	measurements	to	be	taken	based	on	the	findings	of	the	qualitative	study	to	be	conducted.	The	researcher	can	keep	a	track	of	how
variables	are	measured	and	identify	precise	indicators	that	show	how	they	are	changing.	Thus,	in	the	specialist	literature,	the	researcher	can	follow	the	determination	of	the	frequency	of	visits	of	a	commercial	unit	and	the	appropriate	indicator	characterising	this	variable	to	be	the	weekly	average	frequency	of	visiting	the	group	in	question.	In	studies
where	the	mean	of	a	continuous	outcome	variable	in	a	single	population	is	to	be	estimated,	the	following	formula	is	used	for	determining	sample	size:	Where	Z	=	The	value	from	the	standard	normal	distribution	reflecting	the	confidence	level	that	will	be	used	(e.g.,	Z	=	1.96	for	95%)	σ	=	Standard	deviation	of	the	outcome	variable	E	=	The	desired
margin	of	error	The	formula	above	generates	the	minimum	number	of	subjects	required	to	ensure	that	the	margin	of	error	in	the	confidence	interval	for	μ	does	not	exceed	E.	On	the	other	hand,	in	studies	where	the	plan	is	to	estimate	the	proportion	of	successes	in	a	dichotomous	outcome	variable	(yes/no)	in	a	single	population,	the	following	formula	is
used	for	determining	sample	size:	Where	Z	=	The	value	from	the	standard	normal	distribution	reflecting	the	confidence	level	that	will	be	used	(e.g.,	Z	=	1.96	for	95%)	E	=	The	desired	margin	of	error	p	=	The	proportion	of	successes	in	the	population	Here,	the	aim	is	conduct	a	study	to	generate	a	95%	confidence	interval	for	the	unknown	population
proportion,	p.	The	equation	to	determine	the	sample	size	for	determining	p	seems	to	require	knowledge	of	p,	but	this	is	obviously	a	circular	argument	as	a	study	would	not	have	been	required	if	the	proportion	of	successes	in	the	population	had	been	known.	Thus,	an	approximate	value	of	‘p’	or	an	anticipated	value	is	required.	The	range	of	p	is	0	to	1,
and	therefore	the	range	of	p(1-p)	is	0	to	1.	The	value	of	p	that	maximizes	p(1-p)	is	p=0.5.	Consequently,	if	there	is	no	information	available	to	approximate	p,	then	p=0.5	can	be	used	to	generate	the	most	conservative,	or	largest,	sample	size.	Let	us	understand	the	calculation	of	sample	size	using	both	the	formulas	with	the	help	of	examples.	Example	1:
A	company	wants	to	a	make	a	ventricular	assist	device	for	children	with	a	congenital	heart	disease	between	the	ages	of	3	and	5	having	a	congenital	heart	disease.	For	this,	the	company	wants	to	estimate	the	mean	diastolic	blood	pressure	in	children	between	the	ages	of	3	and	5	having	a	congenital	heart	disease.	How	many	children	should	be	enrolled
in	the	study	by	the	investigator?	Note:	The	investigator	appointed	by	the	company	plans	on	using	a	95%	confidence	interval	(so	Z=1.96)	and	wants	a	margin	of	error	of	5	units.	The	standard	deviation	of	diastolic	blood	pressure	is	not	known,	but	the	investigators	conduct	a	literature	search	and	find	that	the	standard	deviation	of	diastolic	blood
pressures	in	children	with	other	cardiac	defects	is	between	15	and	20.	To	estimate	the	sample	size,	we	consider	the	larger	standard	deviation	in	order	to	obtain	the	most	conservative	(largest)	sample	size.	In	order	to	ensure	that	the	95%	confidence	interval	estimate	of	the	mean	diastolic	blood	pressure	in	children	between	the	ages	of	3	and	5	with	a
congenital	heart	disease	is	within	5	units	of	the	true	mean,	a	sample	of	size	62	is	needed.	Sampling	and	surveys	are	generally	conducted	in	order	to	generalise	the	findings	of	the	research	for	the	entire	target	population.	However,	there	is	a	relation	between	the	sample	size	and	the	accuracy	of	the	research.	The	larger	the	sample	size,	the	more
accurate	the	research	findings	will	be.	Therefore,	it	is	important	to	carefully	determine	the	size	of	sample	to	be	used	for	research.	If	the	sample	chosen	is	very	small,	it	will	have	more	errors	and	if	the	sample	is	very	large,	it	might	lead	to	wastage	of	time,	money	and	effort.	Before,	determining	the	sample	size,	it	is	important	to	have	information
regarding	the	following	aspects:	Population	size:	In	order	to	determine	the	sample	size,	the	population	size	must	be	known.	Confidence	interval	(margin	of	error):	The	allowable	error	or	the	percentage	of	error	that	is	allowed	in	a	sample	is	represented	by	the	confidence	interval.	Confidence	interval	determines	the	allowable	difference	between	the
population	mean	and	the	sample	mean.	Confidence	level:	It	refers	to	the	percentage	confidence	that	the	sample	mean	falls	within	the	given	confidence	interval.	Three	most	common	confidence	intervals	include	90%,	95%	and	99%.	Standard	deviation:	It	refers	to	the	standard	deviation	that	a	researcher	may	expect	in	his	responses	for	the	variable	of
interest.	Now,	we	can	calculate	the	sample	size	in	the	following	manner.	First,	find	out	the	Z-score	or	the	constant	value	that	represents	the	confidence	level	corresponding	to	a	Z-score.	The	Z-scores	for	the	corresponding	confidence	levels	can	be	found	using	the	Z-score	table.	Z-score	for	90%	confidence	level	is	1.645;	Z-score	for	95%	confidence	level
is	1.96;	and	Z-score	for	99%	confidence	level	is	2.576.	Now,	insert	the	values	of	Z-score,	confidence	interval	and	standard	deviation	in	the	formula	to	calculate	the	sample	size:	Required	sample	size	=	n	The	target	population	must	be	defined	with	extreme	caution	to	prevent	either	the	tendency	to	choose	an	unjustifiably	big	population	or	the	tendency
to	choose	an	unjustifiably	small	population.	For	example,	in	automotive	manufacturing	enterprises,	the	overall	population	can	be	made	up	of	people	from	all	over	the	country,	including	children	of	various	ages.	However,	the	relevant	group,	which	will	be	the	focus	of	the	study,	will	consist	solely	of	people	above	the	age	of	18.	There	can	be	no	admission
of	an	unjustifiably	restricted	population,	such	as	men	between	the	ages	of	25	and	50.	This	may	cover	a	huge	portion	of	the	automobile	market,	but	it	leaves	out	several	crucial	groups.	All	BlogsStatistics	ResourcesSample	Size	FormulaSampling	MethodsSampling	MethodsGET:	WSM	ALL	COURSES	ACCESSDownload	FREE	Sample	Size	Formula	Excel
Template	and	Follow	Along!Sample	Size	Formula	Excel	TemplateTable	Of	ContentsThe	sample	size	formula	helps	calculate	or	determine	the	minimum	sample	size,	which	is	required	to	know	the	adequate	or	correct	proportion	of	the	population,	along	with	the	confidence	level	and	the	margin	of	error.The	term	“sample”	refers	to	the	portion	of	the
population	that	enables	us	to	draw	inferences	about	the	population.	So,	the	sample	size	must	be	adequate	to	make	meaningful	inferences.	In	other	words,	it	is	the	minimum	size	needed	to	estimate	the	true	population	proportion	with	the	required	margin	of	error	and	confidence	level.	As	such,	determining	the	appropriate	sample	size	is	one	of	the
recurrent	problems	in	statistical	analysis.	Its	equation	can	derive	using	population	size,	the	critical	value	of	the	normal	distribution,	sample	proportion,	and	margin	of	error.Sample	Size	n	=	N	*	/	You	are	free	to	use	this	image	on	your	website,	templates,	etc..	Please	provide	us	with	an	attribution	link.where,N	=	Population	size,Z	=	Critical	value	of	the
normal	distribution	at	the	required	confidence	level,p	=	Sample	proportion,e	=	Margin	of	errorThe	sample	size	formula	determines	the	minimum	sample	size,	which	is	a	must	to	understand	the	adequate	or	correct	proportion	of	the	population,	the	confidence	level,	and	the	margin	of	error.Understanding	the	appropriate	sample	size	is	essential	since
one	may	use	it	to	validate	research	findings.The	equation	can	be	obtained	utilizing	population	size,	the	normal	distribution	critical	value,	sample	proportion,	and	margin	of	error.If	the	sample	size	is	small,	it	will	not	create	an	appropriate	outcome,	while	a	sample	that	is	too	large	will	be	both	a	money	and	time	waste.	Hence,	one	must	consider	a
reasonable	sample	size	for	market	research,	healthcare,	and	education	surveys.Step	1:	Firstly,	determine	the	population	size,	which	is	the	total	number	of	distinct	entities	in	your	population,	and	it	is	denoted	by	N.	Step	2:	Next,	determine	the	critical	value	of	the	normal	distribution	at	the	required	confidence	level.	For	example,	the	critical	value	at
95%	confidence	level	is	1.96.Step	3:	Next,	determine	the	sample	proportion	which	can	be	used	from	previous	survey	results	or	be	collected	by	running	a	small	pilot	survey.	Step	4:	Next,	determine	the	margin	of	error,	the	range	in	which	the	true	population	expects	to	lie.	Step	5:	Finally,	the	sample	size	equation	can	derive	by	using	population	size



(Step	1),	the	critical	value	of	the	normal	distribution	at	the	required	confidence	level	(Step	2),	sample	proportion	(Step	3),	and	margin	of	error	(Step	4)	as	shown	below.Let	us	take	the	example	of	a	retailer	who	is	interested	to	know	how	many	of	their	customers	bought	an	item	from	them	after	viewing	their	website	on	a	certain	day.	Given	that	their
website	has,	on	average,	10,000	views	per	day,	determine	the	sample	size	of	the	customers	that	they	have	to	monitor	at	a	95%	confidence	level	with	a	5%	margin	of	error	if:	They	are	uncertain	of	the	current	conversion	rate.	They	know	from	previous	surveys	that	the	conversion	rate	is	5%.	Given,	Population	size,	N	=	10,000	Critical	value	at	95%
confidence	level,	Z	=	1.96		Margin	of	error,	e	=	5%	or	0.05	1	–	Since	the	current	conversion	rate	is	unknown,	let	us	assume	p	=	0.5Therefore,	one	can	calculate	the	sample	size	using	the	formula,=	(10,000	*	(1.96	2)*0.5*(1-0.5)/(0.05	2)/(10000	-	1+((1.96	2)*	0.5*(1-0.5)/(0.05	2))))Therefore,	370	customers	will	be	adequate	for	deriving	meaningful
inferences.2	–	The	current	conversion	rate	is	p	=	5%	or	0.05Therefore,	one	can	calculate	the	sample	size	using	the	above	formula,=	(10,000	*	(1.96	2)*0.05*(1-0.05)/(0.05	2)/(10000	-	1+((1.96	2)*	0.05*(1-0.05)/(0.05	2))))Therefore,	a	size	of	72	customers	will	be	adequate	for	deriving	meaningful	inferences	in	this	case.Let	us	take	the	above	example.	Let
us	assume	that	the	population	size,	i.e.,	daily	website	view,	is	between	100,000	and	120,000,	but	the	exact	value	is	unknown.	However,	the	rest	of	the	values	are	the	same,	with	a	conversion	rate	of	5%.	Therefore,	calculate	the	sample	size	for	both	100,000	and	120,000.Given,	Sample	proportion,	p	=	0.05	Critical	value	at	95%	confidence	level,	Z	=	1.96
	Margin	of	error,	e	=	0.05	Therefore,	one	can	calculate	the	sample	size	for	N	=	100,000	as,=	(100000	*	(1.96	2)*0.05*(1-0.05)/(0.05	2)/(100000	-	1+((1.96	2)*	0.05*(1-0.05)/(0.05	2))))Therefore,	one	can	calculate	the	sample	size	for	N	=	120,000	as,=	(120000	*	(1.96	2)*0.05*(1-0.05)/(0.05	2)/(120000	-	1+((1.96	2)*	0.05*(1-0.05)/(0.05	2))))Therefore,	it
proves	that	as	the	population	size	increases	to	be	very	large,	it	becomes	irrelevant	in	the	computation	of	the	sample	size.Sample	size	calculation	is	important	to	understand	the	concept	of	the	appropriate	sample	size	because	one	may	use	it	to	validate	research	findings.	In	case	it	is	too	small,	it	will	not	yield	valid	results,	while	a	sample	that	is	too	large
may	be	a	waste	of	both	money	and	time.	Therefore,	one	should	use	a	considerable	sample	size	for	market	research,	healthcare,	and	education	surveys.	Are	you	ready	to	survey	your	research	target?	Research	surveys	help	you	gain	insights	from	your	target	audience.	The	data	you	collect	gives	you	insights	to	meet	customer	needs,	leading	to	increased
sales	and	customer	loyalty.	Sample	size	calculation	and	determination	are	imperative	to	the	researcher	to	determine	the	right	number	of	respondents,	considering	the	research	study’s	quality.	So,	how	should	you	determine	the	sample	size?	How	do	you	know	who	should	get	your	survey?	How	do	you	decide	on	the	number	of	the	target	audience?
Sending	out	too	many	surveys	can	be	expensive	without	giving	you	a	definitive	advantage	over	a	smaller	sample.	But	if	you	send	out	too	few,	you	won’t	have	enough	data	to	draw	accurate	conclusions.		Knowing	how	to	accurately	calculate	and	determine	the	appropriate	sample	size	can	give	you	an	edge	over	your	competitors.	Let’s	take	a	look	at	what
a	good	sample	includes.	Also,	let’s	look	at	the	sample	size	calculation	formula	so	you	can	determine	the	perfect	sample	size	for	your	next	survey.	‘Sample	size’	is	a	market	research	term	used	to	define	the	number	of	individuals	included	in	research.	Researchers	choose	their	sample	based	on	demographics,	such	as	age,	gender,	or	physical	location.	The
term	can	be	vague	or	specific.		For	example,	you	may	want	to	know	what	people	within	the	18-25	age	range	think	of	your	product.	Or,	you	may	only	require	your	sample	to	live	in	the	United	States,	giving	you	a	wide	population	range.	The	total	number	of	individuals	in	a	particular	sample	is	the	sample	size.	Sample	size	determination	is	choosing	the
correct	number	of	observations	or	people	from	a	larger	group	to	use	in	a	sample.	The	goal	of	figuring	out	the	sample	size	is	to	ensure	that	the	sample	is	big	enough	to	give	statistically	valid	results	and	accurate	estimates	of	population	parameters	but	small	enough	to	be	manageable	and	cost-effective.	In	many	research	studies,	getting	information
from	every	member	of	the	population	of	interest	is	not	possible	or	useful.	Instead,	researchers	choose	a	sample	of	people	or	events	representative	of	the	whole	to	study.	How	accurate	and	precise	the	results	are	can	depend	a	lot	on	the	size	of	the	sample.	Choosing	the	statistically	significant	sample	size	depends	on	a	number	of	things,	such	as	the	size
of	the	population,	how	precise	you	want	your	estimates	to	be,	how	confident	you	want	to	be	in	the	results,	how	different	the	population	is	likely	to	be,	and	how	much	money	and	time	you	have	for	the	study.	Statistics	are	often	used	to	determine	a	sample	size	for	a	certain	type	of	study	and	research	question.	Figuring	out	the	sample	size	is	important	in
ensuring	that	research	findings	and	conclusions	are	valid	and	reliable.	Let’s	say	you	are	a	market	researcher	in	the	US	and	want	to	send	out	a	survey	or	questionnaire.	The	survey	aims	to	understand	your	audience’s	feelings	toward	a	new	cell	phone	you	are	about	to	launch.	You	want	to	know	what	people	in	the	US	think	about	the	new	product	to
predict	the	phone’s	success	or	failure	before	launch.	Hypothetically,	you	choose	the	population	of	New	York,	which	is	8.49	million.	You	use	a	sample	size	determination	formula	to	select	a	sample	of	500	individuals	who	fit	into	the	consumer	panel	requirement.	The	responses	can	help	you	determine	how	your	audience	will	react	to	the	new	product.
However,	determining	a	sample	size	requires	more	than	just	sending	your	survey	to	as	many	people	as	possible.	If	your	estimated	sample	size	is	too	big,	it	could	waste	resources,	time,	and	money.	A	sample	size	that’s	too	small	doesn’t	allow	you	to	gain	maximum	insights,	leading	to	inconclusive	results.	LEARN	ABOUT:	Survey	Sample	Sizes	Before	we
jump	into	sample	size	determination,	let’s	take	a	look	at	the	terms	you	should	know:	Population	size	is	how	many	people	fit	your	demographic.	For	example,	you	want	to	get	information	on	doctors	residing	in	North	America.	Your	population	size	is	the	total	number	of	doctors	in	North	America.		Don’t	worry!	Your	population	size	doesn’t	always	have	to
be	that	big.	Smaller	population	sizes	can	still	give	you	accurate	results	as	long	as	you	know	who	you’re	trying	to	represent.	The	confidence	level	tells	you	how	sure	you	can	be	that	your	data	is	accurate.	It	is	expressed	as	a	percentage	and	aligned	to	the	confidence	interval.	For	example,	if	your	confidence	level	is	90%,	your	results	will	most	likely	be
90%	accurate.	There’s	no	way	to	be	100%	accurate	when	it	comes	to	surveys.	Confidence	intervals	tell	you	how	far	off	from	the	population	means	you’re	willing	to	allow	your	data	to	fall.		A	margin	of	error	describes	how	close	you	can	reasonably	expect	a	survey	result	to	fall	relative	to	the	real	population	value.	Remember,	if	you	need	help	with	this
information,	use	our	margin	of	error	calculator.	Standard	deviation	is	the	measure	of	the	dispersion	of	a	data	set	from	its	mean.	It	measures	the	absolute	variability	of	a	distribution.	The	higher	the	dispersion	or	variability,	the	greater	the	standard	deviation	and	the	greater	the	magnitude	of	the	deviation.		For	example,	you	have	already	sent	out	your
survey.	How	much	variance	do	you	expect	in	your	responses?	That	variation	in	response	is	the	standard	deviation.	With	all	the	necessary	terms	defined,	it’s	time	to	learn	how	to	determine	sample	size	using	a	sample	calculation	formula.	Your	confidence	level	corresponds	to	a	Z-score.	This	is	a	constant	value	needed	for	this	equation.	Here	are	the	z-
scores	for	the	most	common	confidence	levels:	90%	–	Z	Score	=	1.645	95%	–	Z	Score	=	1.96	99%	–	Z	Score	=	2.576	If	you	choose	a	different	confidence	level,	various	online	tools	can	help	you	find	your	score.	Necessary	Sample	Size	=	(Z-score)2	*	StdDev*(1-StdDev)	/	(margin	of	error)2	Here	is	an	example	of	how	the	math	works,	assuming	you	chose	a
90%	confidence	level,	a	.6	standard	deviation,	and	a	margin	of	error	(confidence	interval)	of	+/-	4%.	((1.64)2	x	.6(.6))	/	(.04)2	(	2.68x	.0.36)	/	.0016	.9648	/	.0016	=603	603	respondents	are	needed,	and	that	becomes	your	sample	size.	Free	Sample	Size	Calculator	Determining	the	right	sample	size	for	your	survey	is	one	of	the	most	common	questions
researchers	ask	when	they	begin	a	market	research	study.	Luckily,	sample	size	determination	isn’t	as	hard	to	calculate	as	you	might	remember	from	an	old	high	school	statistics	class.	Before	calculating	your	sample	size,	ensure	you	have	these	things	in	place:	What	do	you	hope	to	do	with	the	survey?	Are	you	planning	on	projecting	the	results	onto	a
whole	demographic	or	population?	Do	you	want	to	see	what	a	specific	group	thinks?	Are	you	trying	to	make	a	big	decision	or	just	setting	a	direction?		Calculating	sample	size	is	critical	to	projecting	your	survey	results	on	a	larger	population.	You’ll	want	to	ensure	it’s	balanced	and	reflects	the	community	as	a	whole.	However,	the	sample	size	isn’t	as
critical	if	you’re	trying	to	understand	preferences.		For	example,	you’re	surveying	homeowners	across	the	US	on	the	cost	of	cooling	their	homes	in	the	summer.	A	homeowner	in	the	South	probably	spends	much	more	money	cooling	their	home	in	the	humid	heat	than	in	Denver,	where	the	climate	is	dry	and	cool.		You’ll	need	responses	from	people	in	all
US	areas	and	environments	for	the	most	accurate	results.	If	you	only	collect	responses	from	one	extreme,	such	as	the	warm	South,	your	results	will	be	skewed.	How	close	do	you	want	the	survey	results	to	mimic	the	true	value	if	everyone	responded?	Again,	if	this	survey	determines	how	you	will	spend	millions	of	dollars,	then	your	sample	size
determination	should	be	exact.		The	more	accurate	you	need	to	be,	the	larger	the	sample	you	want	to	have,	and	the	more	your	sample	will	have	to	represent	the	overall	population.	If	your	population	is	small,	say,	200	people,	you	may	want	to	survey	the	entire	population	rather	than	cut	it	down	with	a	sample.	Think	of	confidence	from	the	perspective
of	risk.	How	much	risk	are	you	willing	to	take	on?	This	is	where	your	Confidence	Interval	numbers	become	important.	How	confident	do	you	want	to	be	—	98%	confident,	95%	confident?		Understand	that	the	confidence	percentage	you	choose	greatly	impacts	the	number	of	completions	you’ll	need	for	accuracy.	This	can	increase	the	survey’s	length
and	the	number	of	responses	you	need,	which	means	increased	costs	for	your	survey.		Knowing	the	actual	numbers	and	amounts	behind	percentages	can	help	you	make	more	sense	of	your	correct	sample	size	needs	compared	to	survey	costs.		For	example,	you	want	to	be	99%	confident.	After	using	the	sample	size	determination	formula,	you	need	to
collect	an	additional	1000	respondents.		This,	in	turn,	means	you’ll	be	paying	for	samples	or	keeping	your	survey	running	for	an	extra	week	or	two.	You	have	to	determine	if	the	increased	accuracy	is	more	important	than	the	cost.	What	variability	exists	in	your	population?	In	other	words,	how	similar	or	different	is	the	population?	If	you	are	surveying
consumers	on	a	broad	topic,	there	may	be	many	variations.	To	get	the	most	accurate	picture	of	the	population,	you’ll	need	a	larger	sample	size.		However,	if	you’re	surveying	a	population	with	similar	characteristics,	your	variability	will	be	less,	and	you	can	sample	fewer	people.	More	variability	equals	more	samples,	and	less	variability	equals	fewer
samples.	If	you’re	not	sure,	you	can	start	with	50%	variability.	You	want	everyone	to	respond	to	your	survey.	Unfortunately,	every	survey	has	targeted	respondents	who	either	never	open	the	study	or	drop	out	halfway	through.	Your	response	rate	will	depend	on	your	population’s	engagement	with	your	product,	service	organization,	or	brand.		The
higher	the	response	rate,	the	higher	your	population’s	engagement	level.	Your	base	sample	size	is	the	number	of	responses	you	must	get	for	a	survey	to	be	successful.	Besides	the	variability	within	your	population,	you	need	to	ensure	your	sample	doesn’t	include	people	who	won’t	benefit	from	the	results.	One	of	the	biggest	mistakes	you	can	make	in
sample	size	determination	is	forgetting	to	consider	your	actual	audience.		For	example,	you	would	not	want	to	send	a	survey	to	a	group	of	homeowners	asking	about	the	quality	of	local	apartment	amenities.	You	may	start	with	general	demographics	and	characteristics,	but	can	you	narrow	those	characteristics	down	even	more?	Narrowing	down	your
audience	makes	it	easier	to	get	a	more	accurate	result	from	a	small	sample	size.		For	example,	you	want	to	know	how	people	will	react	to	new	automobile	technology.	Your	current	population	includes	anyone	who	owns	a	car	in	a	particular	market.		However,	you	know	your	target	audience	is	people	who	drive	cars	that	are	less	than	five	years	old.	You
can	remove	anyone	with	an	older	vehicle	from	your	sample	because	they	will	unlikely	purchase	your	product.	Once	you	know	what	you	hope	to	gain	from	your	survey	and	what	variables	exist	within	your	population,	you	can	decide	how	to	calculate	the	sample	size.	Using	the	formula	to	determine	sample	size	is	a	great	starting	point	for	getting	accurate
results.		After	calculating	the	sample	size,	you’ll	want	to	find	reliable	customer	survey	software	to	help	you	accurately	collect	survey	responses	and	turn	them	into	analyzed	reports.	LEARN	MORE:	Population	vs	Sample	In	determining	sample	size,	the	statistical	analysis	plan	needs	to	carefully	consider	the	level	of	significance,	effect	size,	and	sample
size.		Researchers	must	reconcile	statistical	significance	with	practical	and	ethical	factors	like	practicality	and	cost.	A	well-designed	study	with	a	sufficient	sample	size	can	improve	the	odds	of	obtaining	statistically	significant	results.	To	meet	the	goal	of	your	survey,	you	may	have	to	try	a	few	methods	to	increase	the	response	rate,	such	as:	Increase
the	list	of	people	who	receive	the	survey.	To	reach	a	wider	audience,	use	multiple	distribution	channels,	such	as	SMS,	website,	and	email	surveys.	Send	reminders	to	survey	participants	to	complete	the	survey.	Offer	incentives	for	completing	the	survey,	such	as	an	entry	into	a	prize	drawing	or	a	discount	on	the	respondent’s	next	order.	Consider	your
survey	structure	and	find	ways	to	simplify	your	questions.	The	less	work	someone	has	to	do	to	complete	the	survey,	the	more	likely	they	will	finish	it.		Longer	surveys	tend	to	have	lower	response	rates	due	to	the	time	it	takes	to	complete	the	survey.	In	this	case,	you	can	reduce	the	number	of	questions	in	your	survey	to	increase	responses.		
QuestionPro’s	sample	size	calculator	makes	it	easy	to	find	the	right	sample	size	for	your	research	based	on	your	desired	level	of	confidence,	your	margin	of	error,	and	the	population	size.	Q1:	What	are	the	4	ways	to	determine	the	sample	size?	The	four	ways	to	determine	sample	size	are:1.	Power	analysis2.	Convenience	sampling,3.	Random
sampling,4.	Stratified	sampling	Q2:	What	are	the	3	factors	that	determine	sample	size?	The	three	factors	that	determine	sample	size	are:1.	Effect	size,2.	Level	of	significance3.	Power	Q3:	What	is	the	correct	method	of	determining	sample	size?	The	best	way	to	calculate	the	sample	size	is	to	use	statistical	techniques	like	power	analysis,	the	minimal
detectable	effect	size,	or	the	sample	size	formula,	taking	into	account	the	study’s	goals	and	practical	limitations.	Q4:	Why	is	sample	size	important?	The	sample	size	is	important	because	it	affects	how	precise	and	accurate	a	study’s	results	are	and	how	well	researchers	can	spot	real	effects	or	relationships	between	variables.	Q5:	What	is	the	sample
size?	The	sample	size	is	the	number	of	observations	or	study	participants	chosen	to	be	representative	of	a	larger	group.	Share	—	copy	and	redistribute	the	material	in	any	medium	or	format	for	any	purpose,	even	commercially.	Adapt	—	remix,	transform,	and	build	upon	the	material	for	any	purpose,	even	commercially.	The	licensor	cannot	revoke	these
freedoms	as	long	as	you	follow	the	license	terms.	Attribution	—	You	must	give	appropriate	credit	,	provide	a	link	to	the	license,	and	indicate	if	changes	were	made	.	You	may	do	so	in	any	reasonable	manner,	but	not	in	any	way	that	suggests	the	licensor	endorses	you	or	your	use.	ShareAlike	—	If	you	remix,	transform,	or	build	upon	the	material,	you
must	distribute	your	contributions	under	the	same	license	as	the	original.	No	additional	restrictions	—	You	may	not	apply	legal	terms	or	technological	measures	that	legally	restrict	others	from	doing	anything	the	license	permits.	You	do	not	have	to	comply	with	the	license	for	elements	of	the	material	in	the	public	domain	or	where	your	use	is	permitted
by	an	applicable	exception	or	limitation	.	No	warranties	are	given.	The	license	may	not	give	you	all	of	the	permissions	necessary	for	your	intended	use.	For	example,	other	rights	such	as	publicity,	privacy,	or	moral	rights	may	limit	how	you	use	the	material.	Privacy	Overview	This	website	uses	cookies	so	that	we	can	provide	you	with	the	best	user
experience	possible.	Cookie	information	is	stored	in	your	browser	and	performs	functions	such	as	recognising	you	when	you	return	to	our	website	and	helping	our	team	to	understand	which	sections	of	the	website	you	find	most	interesting	and	useful.	Strictly	Necessary	Cookies	Strictly	Necessary	Cookie	should	be	enabled	at	all	times	so	that	we	can
save	your	preferences	for	cookie	settings.	If	you	disable	this	cookie,	we	will	not	be	able	to	save	your	preferences.	This	means	that	every	time	you	visit	this	website	you	will	need	to	enable	or	disable	cookies	again.	3rd	Party	Cookies	This	website	uses	Google	Analytics	to	collect	anonymous	information	such	as	the	number	of	visitors	to	the	site,	and	the
most	popular	pages.	Keeping	this	cookie	enabled	helps	us	to	improve	our	website.	Bogna	SzykSteven	WoodingSteven	Wooding	is	a	physicist	by	training	with	a	degree	from	the	University	of	Surrey	specializing	in	nuclear	physics.	He	loves	data	analysis	and	computer	programming.	He	has	worked	on	exciting	projects	such	as	environmentally	aware
radar,	using	genetic	algorithms	to	tune	radar,	and	building	the	UK	vaccine	queue	calculator.	Steve	is	now	the	Editorial	Quality	Assurance	Coordinator	here	at	Omni	Calculator,	making	sure	every	calculator	meets	the	standards	our	users	expect.	In	his	spare	time,	he	enjoys	cycling,	photography,	wildlife	watching,	and	long	walks.	See	full	profileCheck
our	editorial	policy42	people	find	this	calculator	helpfulTable	of	contentsIf	you're	conducting	research	and	wonder	how	many	measurements	you	need	so	that	it	is	statistically	significant,	this	sample	size	calculator	is	here	to	help	you.	All	you	need	to	do	is	ask	yourself	these	three	questions	before	you	use	it:	How	accurate	should	your	result	be?	(margin
of	error)	What	level	of	confidence	do	you	need?	(confidence	level)	What	is	your	initial	estimate?	(proportion	estimate)	Read	on	to	learn	how	to	calculate	the	sample	size	using	this	tool,	and	what	do	all	the	variables	in	the	sample	size	calculation	formula	mean.Sample	size	refers	to	the	number	of	observations	or	data	points	collected	from	a	population
for	a	study	or	survey.	It	is	a	critical	factor	in	ensuring	the	accuracy	and	reliability	of	research	results,	which	is	known	as	statistical	significance.	A	correctly	chosen	sample	size	helps	to	reflect	the	true	characteristics	of	the	population,	reducing	sampling	error.	Before	looking	at	the	sample	size	formula	and	calculation,	there	are	a	few	statistical	terms
that	are	useful	to	note:	Population:	The	entire	group	you	want	to	study	(like	all	your	customers	or	a	city’s	residents).	Margin	of	Error:	A	measure	of	how	much	your	results	could	differ	from	the	truth.	Confidence	Level:	How	sure	you	are	that	your	results	reflect	the	real	picture	(usually	95%).	Standard	Deviation:	A	number	that	tells	you	how	spread	out
your	data	is.	Study	Power:	The	chance	your	study	will	spot	real	differences	or	effects	if	they	exist.	The	equation	that	our	sample	size	calculator	uses	is:n1=Z2⋅p⋅1−pME2n_1	=	Z^2\cdot	p	\cdot	\frac{1-p}{\mathrm{ME}^2}n1​=Z2⋅p⋅ME21−p​where:	ZZZ	—	The	z-score	associated	with	the	confidence	level	you	chose.	Our	statistical	significance
calculator	calculates	this	value	automatically,	but	if	you	want	to	learn	how	to	calculate	it	by	hand,	take	a	look	at	the	instructions	of	our	confidence	interval	calculator.	ME\mathrm{ME}ME	—	Margin	of	error:	This	value	tells	you	that	you	can	be	sure	(with	a	given	confidence	level,	for	example,	95%)	that	the	real	value	doesn't	differ	from	the	one	that
you	obtained	by	more	than	this	margin	of	error.	You	can	learn	more	about	it	at	our	margin	of	error	calculator.	ppp	—	Your	initial	proportion	estimate:	For	example,	if	you	are	conducting	a	survey	among	students	trying	to	find	out	how	many	of	them	read	more	than	5	books	last	year,	you	may	know	a	result	of	a	previous	survey	—	40%.	If	you	have	no
such	estimate,	use	the	conservative	value	of	50%.	n1n_1n1​	—	Required	sample	size.	If	your	population	is	finite	—	for	example,	you	are	conducting	a	survey	among	students	of	only	one	faculty	—	you	need	to	include	a	correction	in	the	following	form:n2=n11+n1Nn_2	=	\frac{n_1}{1+\frac{n_1}{N}}n2​=1+Nn1​​n1​​where:	NNN	—	Total	population	size.
n2n_2n2​	—	Size	of	the	sample	taken	from	the	whole	population	that	will	make	your	research	statistically	significant.	We	will	analyze	a	survey	case	step-by-step	so	you	can	get	a	clear	picture	of	how	to	use	our	sample	size	calculator.	You	are	planning	to	conduct	a	survey	to	find	out	the	proportion	of	students	on	your	campus	who	regularly	eat	their	lunch
at	the	campus	canteen.	Decide	how	accurate	you	want	your	result	to	be.	Let's	say	that	it	is	essential	for	the	canteen	to	know	the	result,	with	a	margin	of	error	of	2%2\%2%	maximum.	Decide	on	your	confidence	level.	We	can	assume	you	want	to	be	99%99\%99%	sure	that	your	result	is	correct.	Do	you	have	an	initial	proportion	guess?	Let's	say	you
accessed	a	similar	survey	from	10	years	ago,	and	the	proportion	was	equal	to	30%30\%30%.	You	can	assume	it	as	your	initial	estimate.	Is	the	total	population	of	students	so	high	that	you	can	assume	it's	infinite?	Probably	not.	You	need	to	find	the	current	data	for	the	number	of	students	on	the	campus	—	let's	assume	it	is	25,00025,00025,000.	All	you
need	to	do	now	is	input	all	this	data	into	our	sample	size	calculator.	It	finds	the	sample	size	required	for	the	result	to	be	statistically	significant	is	3,0513,0513,051.	You	need	to	ask	that	many	students	the	same	question…	Are	you	sure	you	can't	settle	for	a	95%95\%95%	confidence	level?	 	Here	are	some	factors	to	consider	to	ensure	reliable	results
from	your	sample	size:	Population	Size	For	large	populations	(over	10,000),	a	sample	of	around	384	is	typically	sufficient	for	a	95%	confidence	level	with	a	±5%	margin	of	error.	For	smaller	populations	(under	1,000),	you	need	to	apply	a	finite	population	correction	(FPC)	to	adjust	the	sample	size	accordingly.	Confidence	Level	and	Margin	of	Error	A
higher	confidence	level	or	a	smaller	margin	of	error	(e.g.,	±3%	instead	of	±5%)	requires	a	larger	sample	to	achieve	greater	precision.	Study	Power	A	higher	study	power	requires	a	larger	sample	size	to	reduce	the	risk	of	false	negatives.	Variability	in	the	Population	A	larger	sample	is	needed	to	capture	that	variability	if	the	population	is	very	diverse.
When	unsure,	a	conservative	estimate	of	50%	variability	is	often	used	to	calculate	sample	size.	Type	of	Study	Different	studies	require	different	sample	sizes.	Exploratory	surveys	might	need	fewer	participants,	while	studies	like	clinical	trials	or	those	on	sensitive	topics	require	larger	samples	for	accuracy.	If	analyzing	subgroups	(e.g.,	age	or	gender),
ensure	your	sample	size	accounts	for	each	group.		How	do	I	choose	a	good	sample	size?	Define	your	study	goals	first,	then	estimate	the	variability	and	the	population	size.	For	most	studies,	a	sample	size	of	100	to	400	is	sufficient.	For	more	precision,	aim	for	1,000	or	more.	Beyond	that,	increasing	sample	size	yields	diminishing	returns.	Again,	this
highly	depends	on	your	project	and	the	factors	listed	above.	Remember	that	larger	samples	don’t	always	guarantee	better	results,	so	avoid	oversampling	unless	necessary.A	reliable	sample	size	gives	accurate	results	and	adequately	represents	your	target	population.	For	most	large	populations,	a	sample	size	between	300	and	400	is	typically	enough	to
achieve	a	95%	confidence	level	with	a	5%	margin	of	error.	However,	if	your	population	is	small	or	the	stakes	of	the	study	are	high	(like	in	clinical	trials),	you	may	need	a	larger	proportion	or	more	precise	calculation.To	calculate	sample	size,	use	the	sample	size	formula:	n	=	(Z²	×	p	×	(1	−	p))	/	e².	Where:	n	—	sample	size	Z	—	z-score	(1.96	for	95%
confidence)	p	—	estimated	percentage	of	people	who’ll	answer	a	certain	way	(use	0.5	if	you’re	not	sure)	e	—	margin	of	error	(e.g.,	0.05	for	5%)What	sample	size	is	too	small?In	most	cases,	fewer	than	30	samples	is	considered	too	small	to	provide	statistically	reliable	results.	This	is	the	case	especially	if	you're	working	with	a	large	population.	With	such
a	small	sample,	you	risk	high	margins	of	error	and	low	confidence	in	the	results.How	does	sample	size	affect	confidence	interval?The	bigger	your	sample	size,	the	narrower	your	confidence	interval.	That	means	your	estimate	is	more	precise	and	statistically	significant.	On	the	contrary,	a	small	sample	size	gives	you	a	wide	confidence	interval,	which
adds	more	uncertainty	to	your	results.	So,	more	samples	usually	mean	more	reliable	data.Did	we	solve	your	problem	today?Check	out	191	similar	statistics	calculators	Download	Article	Learn	all	the	calculations	you	need	with	our	complete	guide	Download	Article	Scientific	studies	often	rely	on	surveys	distributed	among	a	sample	of	some	total
population.	Your	sample	will	need	to	include	a	certain	number	of	people,	however,	if	you	want	it	to	accurately	reflect	the	conditions	of	the	overall	population	it's	meant	to	represent.	To	calculate	your	necessary	sample	size,	you'll	need	to	determine	several	set	values	and	plug	them	into	an	appropriate	formula.	1	Know	your	population	size.	Population
size	refers	to	the	total	number	of	people	within	your	demographic.	For	larger	studies,	you	can	use	an	approximated	value	instead	of	the	precise	number.[1]	Precision	has	a	greater	statistical	impact	when	you	work	with	a	smaller	group.	For	instance,	if	you	wish	to	perform	a	survey	among	members	of	a	local	organization	or	employees	of	a	small
business,	the	population	size	should	be	accurate	within	a	dozen	or	so	people.[2]	Larger	surveys	allow	for	a	greater	deviance	in	the	actual	population.	For	example,	if	your	demographic	includes	everyone	living	in	the	United	States,	you	could	estimate	the	size	to	roughly	320	million	people,	even	though	the	actual	value	may	vary	by	hundreds	of
thousands.	2	Determine	your	margin	of	error.	Margin	of	error,	also	referred	to	as	"confidence	interval,"	refers	to	the	amount	of	error	you	wish	to	allow	in	your	results.[3]	The	margin	of	error	is	a	percentage	the	indicates	how	close	your	sample	results	will	be	to	the	true	value	of	the	overall	population	discussed	in	your	study.	Smaller	margin	of	errors
will	result	in	more	accurate	answers,	but	choosing	a	smaller	margin	of	error	will	also	require	a	larger	sample.	When	the	results	of	a	survey	are	presented,	the	margin	of	error	usually	appears	as	a	plus	or	minus	percentage.	For	example:	"35%	of	people	agree	with	option	A,	with	a	margin	of	error	of	+/-	5%"	In	this	example,	the	margin	of	error
essentially	indicates	that,	if	the	entire	population	were	asked	the	same	poll	question,	you	are	“confident”	that	somewhere	between	30%	(35	-	5)	and	40%	(35	+	5)	would	agree	with	option	A.	Advertisement	3	Set	your	confidence	level.	Confidence	level	is	closely	related	to	confidence	interval	(margin	of	error).	This	value	measures	your	degree	of
certainty	regarding	how	well	a	sample	represents	the	overall	population	within	your	chosen	margin	of	error.[4]	In	other	words,	choosing	a	confidence	level	of	95%	allows	you	to	claim	that	you	95%	certain	that	your	results	accurately	fall	within	your	chosen	margin	of	error.	A	larger	confidence	level	indicates	a	greater	degree	of	accuracy,	but	it	will	also
require	a	larger	sample.	The	most	common	confidence	levels	are	90%	confident,	95%	confident,	and	99%	confident.	Setting	a	confidence	level	of	95%	for	the	example	stated	in	the	margin	of	error	step	would	mean	that	you	are	95%	certain	that	30%	to	40%	of	the	total	concerned	population	would	agree	with	option	A	of	your	survey.	4	Specify	your
standard	of	deviation.	The	standard	of	deviation	indicates	how	much	variation	you	expect	among	your	responses.[5]	Extreme	answers	are	more	likely	to	be	accurate	than	moderate	results.	Plainly	stated,	if	99%	of	your	survey	responses	answer	"Yes"	and	only	1%	answer	"No,"	the	sample	probably	represents	the	overall	population	very	accurately.	On
the	other	hand,	if	45%	answer	"Yes"	and	55%	answer	"No,"	there	is	a	greater	chance	of	error.	Since	this	value	is	difficult	to	determine	you	give	the	actual	survey,	most	researchers	set	this	value	at	0.5	(50%).	This	is	the	worst	case	scenario	percentage,	so	sticking	with	this	value	will	guarantee	that	your	calculated	sample	size	is	large	enough	to
accurately	represent	the	overall	population	within	your	confidence	interval	and	confidence	level.	5	Find	your	Z-score.	The	Z-score	is	a	constant	value	automatically	set	based	on	your	confidence	level.	It	indicates	the	"standard	normal	score,"	or	the	number	of	standard	deviations	between	any	selected	value	and	the	average/mean	of	the	population.[6]
You	can	calculate	z-scores	by	hand,	look	for	an	online	calculator,	or	find	your	z-score	on	a	z-score	table.	Each	of	these	methods	can	be	fairly	complex,	however.	Since	confidence	levels	are	fairly	standardized,	most	researchers	simply	memorize	the	necessary	z-score	for	the	most	common	confidence	levels:	80%	confidence	=>	1.28	z-score	85%
confidence	=>	1.44	z-score	90%	confidence	=>	1.65	z-score	95%	confidence	=>	1.96	z-score	99%	confidence	=>	2.58	z-score	Advertisement	1	Look	at	the	equation.[7]	If	you	have	a	small	to	moderate	population	and	know	all	of	the	key	values,	you	should	use	the	standard	formula.	The	standard	formula	for	sample	size	is:	Sample	Size	=	[z2	*	p(1-p)]	/
e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	N	=	population	size	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	2	Plug	in	your	values.	Replace	the	variable	placeholders	with	the	numerical	values	that	actually	apply	to	your	specific	survey.	Example:	Determine	the	ideal	survey	size	for	a	population	size	of	425	people.	Use	a	99%	confidence	level,	a	50%
standard	of	deviation,	and	a	5%	margin	of	error.	For	99%	confidence,	you	would	have	a	z-score	of	2.58.	This	means	that:	N	=	425	z	=	2.58	e	=	0.05	p	=	0.5	3	Do	the	math.	Solve	the	equation	using	the	newly	inserted	numerical	values.	The	solution	represents	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*
N]	=	[2.582	*	0.5(1-0.5)]	/	0.052	/	1	+	[2.582	*	0.5(1-0.5)]	/	0.052	*	425]	=	[6.6564	*	0.25]	/	0.0025	/	1	+	[6.6564	*	0.25]	/	1.0625]	=	665	/	2.5663	=	259.39(final	answer)	Advertisement	1	Examine	the	formula.[8]	If	you	have	a	very	large	population	or	an	unknown	one,	you'll	need	to	use	a	secondary	formula.	If	you	still	have	values	for	the	remainder	of	the
variables,	use	the	equation:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	Note	that	this	equation	is	merely	the	top	half	of	the	full	formula.	2	Plug	your	values	into	the	equation.	Replace	each	variable	placeholder	with	the	numerical	values	chosen	for	your	survey.	Example:	Determine	the	necessary	survey	size
for	an	unknown	population	with	a	90%	confidence	level,	50%	standard	of	deviation,	a	3%	margin	of	error.	For	90%	confidence,	use	the	z-score	would	be	1.65.	This	means	that:	z	=	1.65	e	=	0.03	p	=	0.5	3	Do	the	math.	After	plugging	you	numbers	into	the	formula,	solve	the	equation.	Your	answer	will	indicate	your	necessary	sample	size.	Example:
Sample	Size	=	[z2	*	p(1-p)]	/	e2	=	[1.652	*	0.5(1-0.5)]	/	0.032	=	[2.7225	*	0.25]	/	0.0009	=	0.6806	/	0.0009	=	756.22	(final	answer)	Advertisement	1	Look	at	the	formula.	Slovin's	formula	is	a	very	general	equation	used	when	you	can	estimate	the	population	but	have	no	idea	about	how	a	certain	population	behaves.	The	formula	is	described	as:[9]
Sample	Size	=	N	/	(1	+	N*e2)	N	=	population	size	e	=	margin	of	error	Note	that	this	is	the	least	accurate	formula	and,	as	such,	the	least	ideal.	You	should	only	use	this	if	circumstances	prevent	you	from	determining	an	appropriate	standard	of	deviation	and/or	confidence	level	(thereby	preventing	you	from	determining	your	z-score,	as	well).	2	Plug	in
the	numbers.	Replace	each	variable	placeholder	with	the	numerical	values	that	apply	specifically	to	your	survey.	Example:	Calculate	the	necessary	survey	size	for	a	population	of	240,	allowing	for	a	4%	margin	of	error.	This	means	that:	3	Do	the	math.	Solve	the	equation	using	your	survey-specific	numbers.	The	answer	you	arrive	at	should	be	your
necessary	survey	size.[10]	Example:	Sample	Size	=	N	/	(1	+	N*e2)	=	240	/	(1	+	240	*	0.042)	=	240	/	(1	+	240	*	0.0016)	=	240	/	(1	+	0.384}	=	240	/	(1.384)	=	173.41	(final	answer)	Advertisement	Add	New	Question	Question	If	the	total	population	size	is	not	given	in	the	problem,	what	formula	will	apply?	If	the	population	size	is	not	given,	then	a	t-
distribution	formula	is	applicable.	Question	What	is	t-	distribution	formula	?	The	t-distribution	formula	can	be	used	to	get	the	mean	of	a	normally	distributed	population.	Question	What	is	the	name	of	the	sample	size	formula?	The	sample	size	formula	is	also	known	as	Cochran's	formula,	named	after	the	person	who	developed	it.	Ask	a	Question
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use	them	and	to	cite	the	references.	The	solved	examples	help	in	calculating	the	sample	size	easily."..."	more	Share	your	story	Choosing	the	optimal	number	of	samples	while	testing	your	medical	device	product	boils	down	to	a	common	trade-off:	cost	vs.	benefit.	Staying	within	your	testing	budget	is	important	but	ensuring	that	your	data	is	robust
enough	to	withstand	scrutiny	from	the	regulatory	body	is	paramount	and	avoids	costly	delays	with	re-testing.	As	a	3rd	party	contract testing	lab,	DDL	will	not	make	the	final	determination	of	sample	size	for	our	clients.		However,	there	are	common	tendencies	which	we	have	observed	in	the	sampling	that	our	customers	see	when	submitting	device
applications.	We	will	outline	these	tendencies	and	other	observations	in	the	hope	that	they	will	be	useful	for	those	who	are	researching	how	to	best	structure	their	testing	regimen.		Before	discussing	the	common	sampling	trends	DDL	has	observed,	it	is	relevant	to	address	pre-design	verification	activities.	Feasibility	and	characterization	testing	are
often	conducted	during	pre-design	verification	studies	using	lower	sample	quantities	than	Design	Verification.	When	determining	the	sample	size	during	Pre-DV,	it	is	important	to	consider	multiple	samples	per	unique	design	input	(e.g.	mold	cavity)	as	it	may	help	mitigate	any	false	positives	and	issues	down	the	road.	In	addition,	the	risk	of	the	device’s
manufacturing	process	should	also	be	considered	when	determining	the	sample	size	for	these	early,	initial	phase	studies.		During	design	verification	studies,	the	first	factor	that	needs	to	be	made	when	determining	sample	size	is	whether	the	test	data	you	require	will	be	attribute	or	variable.	Attribute	data,	also	called	binomial	data,	are	qualitative
results.	Pass/fail	or	go/no-go	are	common	types	of	attribute	data	–	for	example	whether	a	measured	dimension	falls	within	the	tolerances	on	the	drawing.	Variable	data	output	is	shown	in	values.		For	example,	the	seal	strength	of	a	heat-sealed	pouch	or	the	tensile	strength	of	a	poly	film	is	typically	shown	as	variable	results.	The	next	factor	in
determining	sample	size	is	evaluating	your	risk	tolerance.	An	internal	regulatory	or	quality	department	or	a	consultant	will	provide	good	guidance	on	risk	tolerance.	In	addition,	ISO	14971	is	called	out	by	a	significant	number	of	ISO	standards	on	how	to	apply	risk	management	to	medical	devices	which	may	ultimately	be	helpful	in	determining	the
appropriate	sample	size.	As	one	can	expect,	a	high-risk	product	requires	more	test	samples	in	order	to	achieve	an	acceptable	confidence	interval.	Statistically	speaking,	a	higher	risk	product	means	that	you	need	to	assign	a	more	stringent	acceptable	quality	level	(AQL), p0,	to	your	experimental	design.	The	AQL	represents	the	maximum	allowable
proportion	of	defective	items	in	a	lot.	For	example,	if	a	maximum	of	5%	of	your	parts	can	be	defective,	your p0 value	would	be	0.05.	From	there,	using	the	cumulative	geometric	distribution	function,	you	can	determine	your	optimum	sample	size	for	an	attribute	test.	Similar	principles	can	be	applied	to	variable	testing	when	it	comes	to	risk	but	instead
of	a	sample	size	increasing	with	a	higher	risk	product,	the	Cpk	or	K-value	will	change.	Ultimately,	the	change	in	these	values	will	make	sure	the	device	is	still	held	to	higher	levels	of	risk	that	will	ensure	that	the	device	is	still	adequate	for	use	against	the	appropriate	risk	assessment.		The	most	common	sample	sizes	DDL	sees	for	attribute	tests	are	29
and	59.	For	example,	to	obtain	a	95%	confidence	that	your	product’s	passing	rate	is	at	least	95%	–	commonly	summarized	as	“95/95”,	59	samples	must	be	tested	and	must	pass	the	test.	If	your	product	has	lower	risk	and	you	are	able	to	accept	a	lower	passing	rate	of	90%,	only	29	passing	samples	are	needed	to	obtain	95%	confidence,	or	“95/90”.	These
numbers	all	assume	that	there	will	be	no	failures	in	any	of	the	samples.	That,	unfortunately,	is	not	always	the	case.	In	the	event	of	an	isolated	failure,	a	different	equation	–	the	negative	binomial	distribution,	must	be	used.	In	order	to	maintain	the	same	confidence	intervals	as	stated	above	with	one	failure,	the	sample	size	is	46	for	a p value	of	0.10	and
93	for	a p value	of	0.05	and	increases	with	additional	failures.		At	the	end	of	the	day,	determining	sample	size	for	an	attribute	test	is	a	straightforward	task	once	the	statistical	requirements	are	known,	but	its	importance	cannot	be	overstated.	Conversely,	with	variable	testing,	there	are	many	product	dependent	factors	to	consider	before	arriving	at	a
sample	size	quantity.		Determining	your	sample	size	using	either	statistical	method	will	not	only	ensure	that	regulatory	requirements	are	met,	it	also	provides	evidence	that	the	quality	of	the	product	is	high	increasing	patient	safety.		Download	Article	Learn	all	the	calculations	you	need	with	our	complete	guide	Download	Article	Scientific	studies	often
rely	on	surveys	distributed	among	a	sample	of	some	total	population.	Your	sample	will	need	to	include	a	certain	number	of	people,	however,	if	you	want	it	to	accurately	reflect	the	conditions	of	the	overall	population	it's	meant	to	represent.	To	calculate	your	necessary	sample	size,	you'll	need	to	determine	several	set	values	and	plug	them	into	an
appropriate	formula.	1	Know	your	population	size.	Population	size	refers	to	the	total	number	of	people	within	your	demographic.	For	larger	studies,	you	can	use	an	approximated	value	instead	of	the	precise	number.[1]	Precision	has	a	greater	statistical	impact	when	you	work	with	a	smaller	group.	For	instance,	if	you	wish	to	perform	a	survey	among
members	of	a	local	organization	or	employees	of	a	small	business,	the	population	size	should	be	accurate	within	a	dozen	or	so	people.[2]	Larger	surveys	allow	for	a	greater	deviance	in	the	actual	population.	For	example,	if	your	demographic	includes	everyone	living	in	the	United	States,	you	could	estimate	the	size	to	roughly	320	million	people,	even
though	the	actual	value	may	vary	by	hundreds	of	thousands.	2	Determine	your	margin	of	error.	Margin	of	error,	also	referred	to	as	"confidence	interval,"	refers	to	the	amount	of	error	you	wish	to	allow	in	your	results.[3]	The	margin	of	error	is	a	percentage	the	indicates	how	close	your	sample	results	will	be	to	the	true	value	of	the	overall	population
discussed	in	your	study.	Smaller	margin	of	errors	will	result	in	more	accurate	answers,	but	choosing	a	smaller	margin	of	error	will	also	require	a	larger	sample.	When	the	results	of	a	survey	are	presented,	the	margin	of	error	usually	appears	as	a	plus	or	minus	percentage.	For	example:	"35%	of	people	agree	with	option	A,	with	a	margin	of	error	of	+/-
5%"	In	this	example,	the	margin	of	error	essentially	indicates	that,	if	the	entire	population	were	asked	the	same	poll	question,	you	are	“confident”	that	somewhere	between	30%	(35	-	5)	and	40%	(35	+	5)	would	agree	with	option	A.	Advertisement	3	Set	your	confidence	level.	Confidence	level	is	closely	related	to	confidence	interval	(margin	of	error).
This	value	measures	your	degree	of	certainty	regarding	how	well	a	sample	represents	the	overall	population	within	your	chosen	margin	of	error.[4]	In	other	words,	choosing	a	confidence	level	of	95%	allows	you	to	claim	that	you	95%	certain	that	your	results	accurately	fall	within	your	chosen	margin	of	error.	A	larger	confidence	level	indicates	a
greater	degree	of	accuracy,	but	it	will	also	require	a	larger	sample.	The	most	common	confidence	levels	are	90%	confident,	95%	confident,	and	99%	confident.	Setting	a	confidence	level	of	95%	for	the	example	stated	in	the	margin	of	error	step	would	mean	that	you	are	95%	certain	that	30%	to	40%	of	the	total	concerned	population	would	agree	with
option	A	of	your	survey.	4	Specify	your	standard	of	deviation.	The	standard	of	deviation	indicates	how	much	variation	you	expect	among	your	responses.[5]	Extreme	answers	are	more	likely	to	be	accurate	than	moderate	results.	Plainly	stated,	if	99%	of	your	survey	responses	answer	"Yes"	and	only	1%	answer	"No,"	the	sample	probably	represents	the
overall	population	very	accurately.	On	the	other	hand,	if	45%	answer	"Yes"	and	55%	answer	"No,"	there	is	a	greater	chance	of	error.	Since	this	value	is	difficult	to	determine	you	give	the	actual	survey,	most	researchers	set	this	value	at	0.5	(50%).	This	is	the	worst	case	scenario	percentage,	so	sticking	with	this	value	will	guarantee	that	your	calculated
sample	size	is	large	enough	to	accurately	represent	the	overall	population	within	your	confidence	interval	and	confidence	level.	5	Find	your	Z-score.	The	Z-score	is	a	constant	value	automatically	set	based	on	your	confidence	level.	It	indicates	the	"standard	normal	score,"	or	the	number	of	standard	deviations	between	any	selected	value	and	the
average/mean	of	the	population.[6]	You	can	calculate	z-scores	by	hand,	look	for	an	online	calculator,	or	find	your	z-score	on	a	z-score	table.	Each	of	these	methods	can	be	fairly	complex,	however.	Since	confidence	levels	are	fairly	standardized,	most	researchers	simply	memorize	the	necessary	z-score	for	the	most	common	confidence	levels:	80%
confidence	=>	1.28	z-score	85%	confidence	=>	1.44	z-score	90%	confidence	=>	1.65	z-score	95%	confidence	=>	1.96	z-score	99%	confidence	=>	2.58	z-score	Advertisement	1	Look	at	the	equation.[7]	If	you	have	a	small	to	moderate	population	and	know	all	of	the	key	values,	you	should	use	the	standard	formula.	The	standard	formula	for	sample	size
is:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	N	=	population	size	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	2	Plug	in	your	values.	Replace	the	variable	placeholders	with	the	numerical	values	that	actually	apply	to	your	specific	survey.	Example:	Determine	the	ideal	survey	size	for	a	population	size	of	425	people.	Use	a
99%	confidence	level,	a	50%	standard	of	deviation,	and	a	5%	margin	of	error.	For	99%	confidence,	you	would	have	a	z-score	of	2.58.	This	means	that:	N	=	425	z	=	2.58	e	=	0.05	p	=	0.5	3	Do	the	math.	Solve	the	equation	using	the	newly	inserted	numerical	values.	The	solution	represents	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-
p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	=	[2.582	*	0.5(1-0.5)]	/	0.052	/	1	+	[2.582	*	0.5(1-0.5)]	/	0.052	*	425]	=	[6.6564	*	0.25]	/	0.0025	/	1	+	[6.6564	*	0.25]	/	1.0625]	=	665	/	2.5663	=	259.39(final	answer)	Advertisement	1	Examine	the	formula.[8]	If	you	have	a	very	large	population	or	an	unknown	one,	you'll	need	to	use	a	secondary	formula.	If	you	still
have	values	for	the	remainder	of	the	variables,	use	the	equation:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	Note	that	this	equation	is	merely	the	top	half	of	the	full	formula.	2	Plug	your	values	into	the	equation.	Replace	each	variable	placeholder	with	the	numerical	values	chosen	for	your	survey.	Example:
Determine	the	necessary	survey	size	for	an	unknown	population	with	a	90%	confidence	level,	50%	standard	of	deviation,	a	3%	margin	of	error.	For	90%	confidence,	use	the	z-score	would	be	1.65.	This	means	that:	z	=	1.65	e	=	0.03	p	=	0.5	3	Do	the	math.	After	plugging	you	numbers	into	the	formula,	solve	the	equation.	Your	answer	will	indicate	your
necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	=	[1.652	*	0.5(1-0.5)]	/	0.032	=	[2.7225	*	0.25]	/	0.0009	=	0.6806	/	0.0009	=	756.22	(final	answer)	Advertisement	1	Look	at	the	formula.	Slovin's	formula	is	a	very	general	equation	used	when	you	can	estimate	the	population	but	have	no	idea	about	how	a	certain	population	behaves.	The
formula	is	described	as:[9]	Sample	Size	=	N	/	(1	+	N*e2)	N	=	population	size	e	=	margin	of	error	Note	that	this	is	the	least	accurate	formula	and,	as	such,	the	least	ideal.	You	should	only	use	this	if	circumstances	prevent	you	from	determining	an	appropriate	standard	of	deviation	and/or	confidence	level	(thereby	preventing	you	from	determining	your
z-score,	as	well).	2	Plug	in	the	numbers.	Replace	each	variable	placeholder	with	the	numerical	values	that	apply	specifically	to	your	survey.	Example:	Calculate	the	necessary	survey	size	for	a	population	of	240,	allowing	for	a	4%	margin	of	error.	This	means	that:	3	Do	the	math.	Solve	the	equation	using	your	survey-specific	numbers.	The	answer	you
arrive	at	should	be	your	necessary	survey	size.[10]	Example:	Sample	Size	=	N	/	(1	+	N*e2)	=	240	/	(1	+	240	*	0.042)	=	240	/	(1	+	240	*	0.0016)	=	240	/	(1	+	0.384}	=	240	/	(1.384)	=	173.41	(final	answer)	Advertisement	Add	New	Question	Question	If	the	total	population	size	is	not	given	in	the	problem,	what	formula	will	apply?	If	the	population	size	is
not	given,	then	a	t-distribution	formula	is	applicable.	Question	What	is	t-	distribution	formula	?	The	t-distribution	formula	can	be	used	to	get	the	mean	of	a	normally	distributed	population.	Question	What	is	the	name	of	the	sample	size	formula?	The	sample	size	formula	is	also	known	as	Cochran's	formula,	named	after	the	person	who	developed	it.	Ask	a
Question	Advertisement	↑	This	article	was	reviewed	by	Joseph	Meyer.	Joseph	Meyer	is	a	High	School	Math	Teacher	based	in	Pittsburgh,	Pennsylvania.	He	is	an	educator	at	City	Charter	High	School,	where	he	has	been	teaching	for	over	7	years.	Joseph	is	also	the	founder	of	Sandbox	Math,	an	online	learning	community	dedicated	to	helping	students
succeed	in	Algebra.	His	site	is	set	apart	by	its	focus	on	fostering	genuine	comprehension	through	step-by-step	understanding	(instead	of	just	getting	the	correct	final	answer),	enabling	learners	to	identify	and	overcome	misunderstandings	and	confidently	take	on	any	test	they	face.	He	received	his	MA	in	Physics	from	Case	Western	Reserve	University
and	his	BA	in	Physics	from	Baldwin	Wallace	University.	This	article	has	been	viewed	511,268	times.	Co-authors:	12	Updated:	April	5,	2025	Views:	511,268	Categories:	Probability	and	Statistics	Print	Send	fan	mail	to	authors	Thanks	to	all	authors	for	creating	a	page	that	has	been	read	511,268	times.	"The	formulas	and	the	references	to	them	helps
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Learn	all	the	calculations	you	need	with	our	complete	guide	Download	Article	Scientific	studies	often	rely	on	surveys	distributed	among	a	sample	of	some	total	population.	Your	sample	will	need	to	include	a	certain	number	of	people,	however,	if	you	want	it	to	accurately	reflect	the	conditions	of	the	overall	population	it's	meant	to	represent.	To
calculate	your	necessary	sample	size,	you'll	need	to	determine	several	set	values	and	plug	them	into	an	appropriate	formula.	1	Know	your	population	size.	Population	size	refers	to	the	total	number	of	people	within	your	demographic.	For	larger	studies,	you	can	use	an	approximated	value	instead	of	the	precise	number.[1]	Precision	has	a	greater
statistical	impact	when	you	work	with	a	smaller	group.	For	instance,	if	you	wish	to	perform	a	survey	among	members	of	a	local	organization	or	employees	of	a	small	business,	the	population	size	should	be	accurate	within	a	dozen	or	so	people.[2]	Larger	surveys	allow	for	a	greater	deviance	in	the	actual	population.	For	example,	if	your	demographic
includes	everyone	living	in	the	United	States,	you	could	estimate	the	size	to	roughly	320	million	people,	even	though	the	actual	value	may	vary	by	hundreds	of	thousands.	2	Determine	your	margin	of	error.	Margin	of	error,	also	referred	to	as	"confidence	interval,"	refers	to	the	amount	of	error	you	wish	to	allow	in	your	results.[3]	The	margin	of	error	is
a	percentage	the	indicates	how	close	your	sample	results	will	be	to	the	true	value	of	the	overall	population	discussed	in	your	study.	Smaller	margin	of	errors	will	result	in	more	accurate	answers,	but	choosing	a	smaller	margin	of	error	will	also	require	a	larger	sample.	When	the	results	of	a	survey	are	presented,	the	margin	of	error	usually	appears	as	a
plus	or	minus	percentage.	For	example:	"35%	of	people	agree	with	option	A,	with	a	margin	of	error	of	+/-	5%"	In	this	example,	the	margin	of	error	essentially	indicates	that,	if	the	entire	population	were	asked	the	same	poll	question,	you	are	“confident”	that	somewhere	between	30%	(35	-	5)	and	40%	(35	+	5)	would	agree	with	option	A.	Advertisement
3	Set	your	confidence	level.	Confidence	level	is	closely	related	to	confidence	interval	(margin	of	error).	This	value	measures	your	degree	of	certainty	regarding	how	well	a	sample	represents	the	overall	population	within	your	chosen	margin	of	error.[4]	In	other	words,	choosing	a	confidence	level	of	95%	allows	you	to	claim	that	you	95%	certain	that
your	results	accurately	fall	within	your	chosen	margin	of	error.	A	larger	confidence	level	indicates	a	greater	degree	of	accuracy,	but	it	will	also	require	a	larger	sample.	The	most	common	confidence	levels	are	90%	confident,	95%	confident,	and	99%	confident.	Setting	a	confidence	level	of	95%	for	the	example	stated	in	the	margin	of	error	step	would
mean	that	you	are	95%	certain	that	30%	to	40%	of	the	total	concerned	population	would	agree	with	option	A	of	your	survey.	4	Specify	your	standard	of	deviation.	The	standard	of	deviation	indicates	how	much	variation	you	expect	among	your	responses.[5]	Extreme	answers	are	more	likely	to	be	accurate	than	moderate	results.	Plainly	stated,	if	99%	of
your	survey	responses	answer	"Yes"	and	only	1%	answer	"No,"	the	sample	probably	represents	the	overall	population	very	accurately.	On	the	other	hand,	if	45%	answer	"Yes"	and	55%	answer	"No,"	there	is	a	greater	chance	of	error.	Since	this	value	is	difficult	to	determine	you	give	the	actual	survey,	most	researchers	set	this	value	at	0.5	(50%).	This	is
the	worst	case	scenario	percentage,	so	sticking	with	this	value	will	guarantee	that	your	calculated	sample	size	is	large	enough	to	accurately	represent	the	overall	population	within	your	confidence	interval	and	confidence	level.	5	Find	your	Z-score.	The	Z-score	is	a	constant	value	automatically	set	based	on	your	confidence	level.	It	indicates	the
"standard	normal	score,"	or	the	number	of	standard	deviations	between	any	selected	value	and	the	average/mean	of	the	population.[6]	You	can	calculate	z-scores	by	hand,	look	for	an	online	calculator,	or	find	your	z-score	on	a	z-score	table.	Each	of	these	methods	can	be	fairly	complex,	however.	Since	confidence	levels	are	fairly	standardized,	most
researchers	simply	memorize	the	necessary	z-score	for	the	most	common	confidence	levels:	80%	confidence	=>	1.28	z-score	85%	confidence	=>	1.44	z-score	90%	confidence	=>	1.65	z-score	95%	confidence	=>	1.96	z-score	99%	confidence	=>	2.58	z-score	Advertisement	1	Look	at	the	equation.[7]	If	you	have	a	small	to	moderate	population	and	know
all	of	the	key	values,	you	should	use	the	standard	formula.	The	standard	formula	for	sample	size	is:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	N	=	population	size	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	2	Plug	in	your	values.	Replace	the	variable	placeholders	with	the	numerical	values	that	actually	apply	to	your
specific	survey.	Example:	Determine	the	ideal	survey	size	for	a	population	size	of	425	people.	Use	a	99%	confidence	level,	a	50%	standard	of	deviation,	and	a	5%	margin	of	error.	For	99%	confidence,	you	would	have	a	z-score	of	2.58.	This	means	that:	N	=	425	z	=	2.58	e	=	0.05	p	=	0.5	3	Do	the	math.	Solve	the	equation	using	the	newly	inserted
numerical	values.	The	solution	represents	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	/	1	+	[z2	*	p(1-p)]	/	e2	*	N]	=	[2.582	*	0.5(1-0.5)]	/	0.052	/	1	+	[2.582	*	0.5(1-0.5)]	/	0.052	*	425]	=	[6.6564	*	0.25]	/	0.0025	/	1	+	[6.6564	*	0.25]	/	1.0625]	=	665	/	2.5663	=	259.39(final	answer)	Advertisement	1	Examine	the	formula.[8]	If
you	have	a	very	large	population	or	an	unknown	one,	you'll	need	to	use	a	secondary	formula.	If	you	still	have	values	for	the	remainder	of	the	variables,	use	the	equation:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	z	=	z-score	e	=	margin	of	error	p	=	standard	of	deviation	Note	that	this	equation	is	merely	the	top	half	of	the	full	formula.	2	Plug	your	values	into	the
equation.	Replace	each	variable	placeholder	with	the	numerical	values	chosen	for	your	survey.	Example:	Determine	the	necessary	survey	size	for	an	unknown	population	with	a	90%	confidence	level,	50%	standard	of	deviation,	a	3%	margin	of	error.	For	90%	confidence,	use	the	z-score	would	be	1.65.	This	means	that:	z	=	1.65	e	=	0.03	p	=	0.5	3	Do	the
math.	After	plugging	you	numbers	into	the	formula,	solve	the	equation.	Your	answer	will	indicate	your	necessary	sample	size.	Example:	Sample	Size	=	[z2	*	p(1-p)]	/	e2	=	[1.652	*	0.5(1-0.5)]	/	0.032	=	[2.7225	*	0.25]	/	0.0009	=	0.6806	/	0.0009	=	756.22	(final	answer)	Advertisement	1	Look	at	the	formula.	Slovin's	formula	is	a	very	general	equation
used	when	you	can	estimate	the	population	but	have	no	idea	about	how	a	certain	population	behaves.	The	formula	is	described	as:[9]	Sample	Size	=	N	/	(1	+	N*e2)	N	=	population	size	e	=	margin	of	error	Note	that	this	is	the	least	accurate	formula	and,	as	such,	the	least	ideal.	You	should	only	use	this	if	circumstances	prevent	you	from	determining	an
appropriate	standard	of	deviation	and/or	confidence	level	(thereby	preventing	you	from	determining	your	z-score,	as	well).	2	Plug	in	the	numbers.	Replace	each	variable	placeholder	with	the	numerical	values	that	apply	specifically	to	your	survey.	Example:	Calculate	the	necessary	survey	size	for	a	population	of	240,	allowing	for	a	4%	margin	of	error.
This	means	that:	3	Do	the	math.	Solve	the	equation	using	your	survey-specific	numbers.	The	answer	you	arrive	at	should	be	your	necessary	survey	size.[10]	Example:	Sample	Size	=	N	/	(1	+	N*e2)	=	240	/	(1	+	240	*	0.042)	=	240	/	(1	+	240	*	0.0016)	=	240	/	(1	+	0.384}	=	240	/	(1.384)	=	173.41	(final	answer)	Advertisement	Add	New	Question
Question	If	the	total	population	size	is	not	given	in	the	problem,	what	formula	will	apply?	If	the	population	size	is	not	given,	then	a	t-distribution	formula	is	applicable.	Question	What	is	t-	distribution	formula	?	The	t-distribution	formula	can	be	used	to	get	the	mean	of	a	normally	distributed	population.	Question	What	is	the	name	of	the	sample	size
formula?	The	sample	size	formula	is	also	known	as	Cochran's	formula,	named	after	the	person	who	developed	it.	Ask	a	Question	Advertisement	↑	This	article	was	reviewed	by	Joseph	Meyer.	Joseph	Meyer	is	a	High	School	Math	Teacher	based	in	Pittsburgh,	Pennsylvania.	He	is	an	educator	at	City	Charter	High	School,	where	he	has	been	teaching	for
over	7	years.	Joseph	is	also	the	founder	of	Sandbox	Math,	an	online	learning	community	dedicated	to	helping	students	succeed	in	Algebra.	His	site	is	set	apart	by	its	focus	on	fostering	genuine	comprehension	through	step-by-step	understanding	(instead	of	just	getting	the	correct	final	answer),	enabling	learners	to	identify	and	overcome
misunderstandings	and	confidently	take	on	any	test	they	face.	He	received	his	MA	in	Physics	from	Case	Western	Reserve	University	and	his	BA	in	Physics	from	Baldwin	Wallace	University.	This	article	has	been	viewed	511,268	times.	Co-authors:	12	Updated:	April	5,	2025	Views:	511,268	Categories:	Probability	and	Statistics	Print	Send	fan	mail	to
authors	Thanks	to	all	authors	for	creating	a	page	that	has	been	read	511,268	times.	"The	formulas	and	the	references	to	them	helps	researchers	to	use	them	and	to	cite	the	references.	The	solved	examples	help	in	calculating	the	sample	size	easily."..."	more	Share	your	story	Use	our	accurate	sample	size	calculation	tool	and	learn	how	sample	size
works.	Looking	for	more?	Explore	features	and	survey	templates	designed	to	get	you	reliable	results.Calculator	not	working?	Make	sure	to	fill	out	both	the	Population	Size	and	Margin	of	Error	values	in	order	for	the	calculator	to	generate	a	sample	size.How	many	people	need	to	take	your	survey?	Our	sample	size	calculator	makes	collecting	the	correct
number	of	responses	easy.Sample	size	is	the	number	of	completed	responses	your	survey	receives.	It	should	represent	the	target	population	whose	opinions	or	behavior	you	care	about.	The	different	ways	to	interpret	your	sample’s	resultsThe	formula	used	to	calculate	sample	sizeWhy	having	an	appropriate	sample	size	for	a	survey	mattersHow	the
significance	of	sample	size	varies	across	survey	typesSample	size	best	practices	to	use	when	calculating	your	sample	sizeHere	are	key	terms	you’ll	need	to	understand	to	calculate	your	sample	size:Population	size	represents	the	total	number	of	people	in	the	group	you	are	trying	to	study.	If	you	were	surveying	people	in	the	United	States,	the
population	size	would	be	around	333	million.	When	surveying	your	company,	your	population	size	will	be	the	total	number	of	employees.The	margin	of	error	is	a	percentage	that	shows	how	accurately	survey	results	reflect	the	opinions	of	the	whole	population.	The	lower	the	margin	of	error,	the	more	accurate	the	answer	is	at	a	given	confidence
level.Related:	Margin	of	error	calculator	(with	formula	and	examples)	Confidence	level	measures	how	sure	you	can	be	that	the	population	will	choose	an	answer	within	a	certain	range.	For	example,	a	95%	confidence	level	means	you	can	be	95%	certain	the	results	lie	between	x	and	y	numbers.Confidence	interval:	The	confidence	interval	represents	a
statistical	range	that	indicates	where	the	true	result	is	probably.	For	example,	a	95%	confidence	interval	indicates	that	if	you	sampled	the	same	population	numerous	times,	your	true	result	would	lie	within	the	interval	in	approximately	95%	of	the	samples.Standard	deviation:	Standard	deviation	measures	how	spread	out	your	data	is	from	the	average
or	mean.	If	the	standard	deviation	is	low,	most	data	points	are	close	to	the	average;	if	it's	high,	data	is	more	spread	out.How	do	you	determine	the	minimum	sample	size	for	your	survey?	If	you’d	like	to	do	the	calculation	by	hand,	use	the	following	formula:N	=	population	size	•	e	=	Margin	of	error	(percentage	in	decimal	form)	•	z	=	z-scoreThe	z-score
is	the	number	of	standard	deviations	a	given	proportion	is	away	from	the	mean.	To	find	the	right	z-score	to	use,	refer	to	the	table	below:Let’s	work	through	some	sample	size	examples:Suppose	you’d	like	to	survey	delivery	workers	in	a	city	with	a	population	of	500,000.	You	want	your	sample	size	to	have	a	95%	confidence	level	and	a	margin	of	error	of
5%.	Using	the	formula	(or	calculator	above),	you	can	calculate	your	sample	size	to	384.In	contrast,	if	you	conducted	a	company-wide	survey	with	300	employees	and	wanted	an	80%	confidence	level	and	a	10%	margin	of	error,	your	sample	size	would	be	37.If	you	want	a	smaller	margin	of	error,	you	must	have	a	larger	sample	size	given	the	same
population.The	higher	the	sampling	confidence	level	you	want,	the	larger	your	sample	size	will	need	to	be.Your	survey	sample	size	will	often	depend	on	your	study’s	objective	and	the	population	you’re	surveying.	For	example,	you	may	only	need	to	include	some	customers	when	using	a	customer	feedback	survey.	On	the	other	hand,	political	pollsters
must	carefully	select	a	balanced	sample	size	to	reflect	the	overall	population	accurately.	Here’s	how	each	value	can	affect	your	survey:	The	effect	survey	values	have	on	the	accuracy	of	its	resultsSpecific	use	cases	can	help	determine	whether	to	use	a	statistically	significant	sample	size:	Employee	and	human	resources	surveys	offer	vital	insights	into
employee	sentiments.	While	a	statistically	significant	sample	size	provides	a	broader	view,	smaller	samples	are	valuable	for	identifying	workplace	improvement	areas.Customer	satisfaction	surveys	don't	always	require	a	large	sample	size.	Accuracy	and	representing	customer	sentiments	are	essential,	but	examining	each	response	closely	is	crucial	to
the	business.	Every	piece	of	feedback,	whether	positive	or	negative,	is	important.Market	research	surveys	require	a	large	enough	sample	size	to	get	important	insights	about	your	customers	and	target	market.	It	ensures	that	you	effectively	gather	accurate	information	that	represents	your	target	market.Education	surveys	should	have	a	statistically
significant	sample	size	to	ensure	meaningful	insights.	However,	a	statistically	significant	sample	size	might	be	less	important	if	the	goal	is	simply	to	gather	student	feedback.Healthcare	surveys	require	a	statistically	significant	sample	size	to	identify	patient	concerns	and	advance	medical	research.	The	necessity	for	such	a	size	is	lower	for	patient
satisfaction	or	routine	care	assessments.Casual	surveys	are	informal	surveys	you	can	send	to	friends,	colleagues,	or	family.	These	fun	surveys	don’t	typically	need	a	statistically	significant	sample	size.	There	isn’t	a	universal	standard	for	determining	a	large	sample	size.	Your	sample	size	will	often	vary	depending	on	the	context,	such	as	the	field	of
study	or	the	research	goal.	A	large	sample	size	typically	provides	enough	statistical	power	to	detect	meaningful	differences	in	your	studied	population.	In	many	fields,	experts	consider	a	sample	size	of	several	hundred	or	more	to	be	large.	However,	researchers	decide	how	many	samples	to	use	based	on	factors	like	statistical	power	or	available
resources.	Your	sample	size	may	also	depend	on	the	type	of	analysis	you’re	conducting.	Some	statistical	tests	may	require	larger	sample	sizes	than	others.Additionally,	it's	worth	considering	that	the	population's	complexity	can	determine	how	large	your	sample	size	is.	A	larger	sample	size	may	be	necessary	for	highly	diverse	populations	or	when
studying	rare	phenomena.Use	these	tips	to	calculate	the	best	sample	size	for	your	survey:	The	purpose	of	your	data	can	determine	your	sample	size.	If	your	sample	size	is	too	small,	the	survey’s	results	may	not	be	accurate.	If	it's	too	large,	the	survey	can	be	expensive	or	require	more	time	to	complete.	When	collecting	survey	data,	you	may	need	a
bigger	sample	size	to	get	accurate	results	or	apply	findings	to	a	larger	group.	Smaller	samples	could	be	enough	if	you	use	the	sample	survey	data	primarily	for	qualitative	insights.Larger	samples	can	be	more	costly	due	to	data	collection	expenses,	participant	incentives,	and	analysis.	With	a	smaller	budget,	you	may	opt	for	a	smaller	sample	size.	Time
constraints	may	also	influence	sample	sizes.	If	you	don't	have	much	time	for	the	survey,	use	a	smaller	sample	size	to	gather	accurate	data	quickly.	If	time	allows,	aim	for	a	larger	sample	size	to	increase	the	precision	of	your	results.Different	survey	types	may	require	different	approaches	to	sample	size	determination.	Customer	feedback	surveys	are
helpful	with	smaller	sample	sizes.	Political	polls,	on	the	other	hand,	require	larger	and	more	representative	samples.	Tailor	your	approach	to	ensure	that	the	results	are	statistically	sound	and	reliable.Open-ended	questions	ask	for	detailed	answers,	making	surveys	take	longer	to	finish	because	respondents	need	to	write	more.	As	a	result,	some
respondents	may	not	finish	your	survey,	making	it	harder	to	achieve	a	large	sample	size.	Adjust	the	number	of	open-ended	questions	or	plan	your	sample	size	accordingly.Failing	to	address	common	sample	size	mistakes	can	undermine	your	survey's	effectiveness.	When	calculating	your	survey’s	sample	size,	avoid	these	potential	pitfalls:	Overlooking
margin	of	error:	The	margin	of	error	indicates	the	level	of	precision	and	reliability	in	the	survey	results.	Neglecting	to	consider	the	margin	of	error	can	result	in	an	insufficient	sample	size,	leading	to	less	reliable	conclusions.	Inadequate	confidence	level:	The	confidence	level	represents	the	level	of	certainty	in	the	estimated	outcome.	Failing	to	set	an
adequate	confidence	level	can	impact	the	precision	of	the	survey	results.	Incompatible	survey	type:	Different	survey	types	require	specific	sample	sizes	based	on	the	desired	level	of	accuracy	and	precision.	Relying	on	small	sample	size:	Using	a	small	sample	size	without	considering	statistical	power	can	lead	to	biased	and	non-representative
results.What	do	I	need	to	calculate	my	survey	sample	size?How	do	I	calculate	my	survey	sample	size?What	is	a	large	survey	sample	size?Need	more	survey	responses?Tap	into	SurveyMonkey	Audience,	our	global	survey	panel	of	real	people	ready	to	tell	you	what	they	think.


